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NOTICE

Medicine is an ever-changing science. As new research and clinical
experience broaden our knowledge, changes in treatment and drug thera-
py are required. The authors and the publisher of this work have checked
with sources believed to be reliable in their efforts to provide informa-
tion that is complete and generally in accord with the standards accepted
at the time of publication. However, in view of the possibility of human
error or changes in medical sciences, neither the authors nor the publish-
er nor any other party who has been involved in the preparation or publi-
cation of this work warrants that the information contained herein is in
every respect accurate or complete, and they disclaim all responsibility
for any errors or omissions or for the results obtained from use of the
information contained in this work. Readers are encouraged to confirm
the information contained herein with other sources. For example and in
particular, readers are advised to check the product information sheet
included in the package of each drug they plan to administer to be certain
that the information contained in this work is accurate and that changes
have not been made in the recommended dose or in the contraindications
for administration. This recommendation is of particular importance in
connection with new or infrequently used drugs.
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PREFACE

Upon learning that I was assuming the editorship of this
book, a senior colleague warned, “Be careful. Don’t
tamper lightly with the bible.” This reputation of “G & G”
as the “bible of pharmacology” is a tribute to the ideals
and writing of the original authors, Alfred Gilman and
Louis Goodman. In 1941, they set forth the principles that
have guided this book through ten prior editions and that
the associate editors and I have continued to use: to corre-
late pharmacology with related medical sciences, to re-
interpret the actions and uses of drugs in light of advances
in medicine and the basic biomedical sciences, to empha-
size the applications of pharmacodynamics to therapeu-
tics, and to create a book that will be useful to students of
pharmacology and physicians alike.

As with all editions since the second, expert scholars
have written the individual chapters, a number of which are
new to this edition. We have emphasized basic principles,
adding chapters on drug transporters and drug metabolism;
the material covered in these chapters explains many prom-
inent drug-drug interactions and adverse drug responses.
We have also added a chapter on the emerging field of
pharmacogenetics, looking toward the individualization of
therapy and an understanding of how our genetic make-up
influences our responses to drugs. A chapter entitled “The
Science of Drug Therapy” describes how basic principles
of pharmacology apply to the care of the individual patient.
Most other chapters have been extensively revised; a few
have been condensed or eliminated.

Assembling a multi-author pharmacology book chal-
lenges contributors and editors in different ways. Among
the apparently irresistible and understandable temptations
in writing a chapter are the desire to cover everything, the
urge to explain G-protein coupled signaling, and the incli-
nation to describe in detail the history of the field in
which one is an expert, citing all relevant papers from
Claude Bernard to the present. These hazards, plus the
continuing advance of knowledge, produce considerable
pressure to increase the length of the book. As an anti-
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dote, the associate editors and I have worked to eliminate
repetition and extraneous text. We have pressed contribu-
tors hard, using the communicative rapidity and ease of e-
mail to interact with them, to clarify and condense, and to
re-write while adhering to the principles of the original
authors and retaining the completeness for which the book
is known. We have tried to standardize the organization of
chapters; thus, students should easily find the physiology
and basic pharmacology set forth in regular type in each
chapter, and the clinician and expert will find details in
extract type under identifiable headings. We have also
tried to improve the clarity of tables and figures to pro-
vide summaries of concepts and large amounts of infor-
mation. Although this 11th edition is slightly shorter than
its predecessor, we believe that it is every bit as thorough.
Many deserve thanks for their contributions to the prep-
aration of this edition. Professors Keith Parker (UT South-
western) and John Lazo (U. Pittsburgh) have lent their con-
siderable energy and expertise as associate editors.
Professor Nelda Murri (U. Washington) has read each
chapter with her keen pharmacist’s eye. Two Nashville
novelists played essential roles: Lynne Hutchison again
served ably as managing editor, coordinating the activities
of contributors, editors, and word processors; and, for the
second time, Chris Bell checked references and assembled
the master copy. Each chapter has been read by an expert in
addition to the editors, and the editors thank those readers.
We also express our appreciation to former contributors,
who will, no doubt, recognize some of their best words
from previous editions. We are grateful to our editors at
McGraw-Hill, Janet Foltin and James Shanahan, who have
shepherded the edited text into print, and to our wives,
whose support and forbearance are gifts beyond reckoning.
Lastly, I would like to pay tribute to my friend, Alfred
G. Gilman. As a teacher, mentor, researcher, editor of sev-
eral editions of this book, Nobel laureate, chair of a distin-
guished pharmacology department, and now dean of a
medical school, he has enriched every aspect of our field.

Laurence Brunton

SAN DIEGO, CALIFORNIA
JULY 1, 2005
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PREFACE TO THE FIRST EDITION

Three objectives have guided the writing of this book—
the correlation of pharmacology with related medical sci-
ences, the reinterpretation of the actions and uses of drugs
from the viewpoint of important advances in medicine,
and the placing of emphasis on the applications of phar-
macodynamics to therapeutics.

Although pharmacology is a basic medical science in
its own right, it borrows freely from and contributes gen-
erously to the subject matter and technics of many medi-
cal disciplines, clinical as well as preclinical. Therefore,
the correlation of strictly pharmacological information
with medicine as a whole is essential for a proper presen-
tation of pharmacology to students and physicians. Fur-
thermore, the reinterpretation of the actions and uses of
well-established therapeutic agents in the light of recent
advances in the medical sciences is as important a func-
tion of a modern textbook of pharmacology as is the
description of new drugs. In many instances these new
interpretations necessitate radical departures from accept-
ed but outworn concepts of the actions of drugs. Lastly,
the emphasis throughout the book, as indicated in its title,
has been clinical. This is mandatory because medical stu-
dents must be taught pharmacology from the standpoint
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of the actions and uses of drugs in the prevention and
treatment of disease. To the student, pharmacological
data per se are valueless unless he/she is able to apply
this information in the practice of medicine. This book
has also been written for the practicing physician, to
whom it offers an opportunity to keep abreast of recent
advances in therapeutics and to acquire the basic princi-
ples necessary for the rational use of drugs in his/her
daily practice.

The criteria for the selection of bibliographic referenc-
es require comment. It is obviously unwise, if not impos-
sible, to document every fact included in the text. Prefer-
ence has therefore been given to articles of a review
nature, to the literature on new drugs, and to original con-
tributions in controversial fields. In most instances, only
the more recent investigations have been cited. In order to
encourage free use of the bibliography, references are
chiefly to the available literature in the English language.

The authors are greatly indebted to their many col-
leagues at the Yale University School of Medicine for
their generous help and criticism. In particular they are
deeply grateful to Professor Henry Gray Barbour, whose
constant encouragement and advice have been invaluable.

Louis S. Goodman
Alfred Gilman

NEwW HAVEN, CONNECTICUT
NOVEMBER 20, 1940
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SECTION |
General Principles

CHAPTER

PHARMACOKINETICS AND

PHARMACODYNAMICS

The Dynamics of Drug Absorption, Distribution,

Action, and Elimination

lain L. O. Buxton

Numerous factors in addition to a known pharmacologi-
cal action in a specific tissue at a particular receptor con-
tribute to successful drug therapy. When a drug enters
the body, the body begins immediately to work on the
drug: absorption, distribution, metabolism (biotransfor-
mation), and elimination. These are the processes of
pharmacokinetics. The drug also acts on the body, an
interaction to which the concept of a drug receptor is
key, since the receptor is responsible for the selectivity
of drug action and for the quantitative relationship
between drug and effect. The mechanisms of drug action
are the processes of pharmacodynamics. The time
course of therapeutic drug action in the body can be
understood in terms of pharmacokinetics and pharmaco-
dynamics (Figure 1-1).
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I. PHARMACOKINETICS: THE DYNAMICS
OF DRUG ABSORPTION, DISTRIBUTION,
METABOLISM, AND ELIMINATION

PHYSICOCHEMICAL FACTORS
IN TRANSFER OF DRUGS
ACROSS MEMBRANES

The absorption, distribution, metabolism, and excretion
of a drug all involve its passage across cell membranes.
Mechanisms by which drugs cross membranes and the
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Figure I=1. The interrelationship of the absorption, distribution, binding, metabolism, and excretion of a drug and its concen-
tration at its sites of action. Possible distribution and binding of metabolites in relation to their potential actions at receptors are not

depicted.

physicochemical properties of molecules and mem-
branes that influence this transfer are critical to under-
standing the disposition of drugs in the human body. The
characteristics of a drug that predict its movement and
availability at sites of action are its molecular size and
shape, degree of ionization, relative lipid solubility of its
ionized and nonionized forms, and its binding to serum
and tissue proteins.

In most cases, a drug must traverse the plasma mem-
branes of many cells to reach its site of action.
Although barriers to drug movement may be a single
layer of cells (intestinal epithelium) or several layers of
cells and associated extracellular protein (skin), the
plasma membrane represents the common barrier to
drug distribution.

Cell Membranes. The plasma membrane consists of a bilayer of
amphipathic lipids with their hydrocarbon chains oriented inward
to the center of the bilayer to form a continuous hydrophobic
phase and their hydrophilic heads oriented outward. Individual
lipid molecules in the bilayer vary according to the particular
membrane and can move laterally and organize themselves with
cholesterol (e.g., sphingolipids), endowing the membrane with
fluidity, flexibility, organization, high electrical resistance, and
relative impermeability to highly polar molecules. Membrane
proteins embedded in the bilayer serve as receptors, ion channels,
or transporters to transduce electrical or chemical signaling path-
ways and provide selective targets for drug actions. These pro-
teins may be associated with caveolin and sequestered within
caveolae, they may be excluded from caveolae, or they may be
organized in signaling domains rich in cholesterol and sphingo-
lipid not containing caveolin.

Cell membranes are relatively permeable to water either by diffu-
sion or by flow resulting from hydrostatic or osmotic differences
across the membrane, and bulk flow of water can carry with it drug
molecules. However, proteins with drug molecules bound to them are
too large and polar for this type of transport to occur; thus, transmem-
brane movement generally is limited to unbound drug. Paracellular
transport through intercellular gaps is sufficiently large that passage
across most capillaries is limited by blood flow and not by other fac-
tors (see below). As described later, this type of transport is an impor-
tant factor in filtration across glomerular membranes in the kidney.
Important exceptions exist in such capillary diffusion, however,
because “tight” intercellular junctions are present in specific tissues,
and paracellular transport in them is limited. Capillaries of the central
nervous system (CNS) and a variety of epithelial tissues have tight
junctions (see below). Bulk flow of water can carry with it small
water-soluble substances, but bulk-flow transport is limited when the
molecular mass of the solute exceeds 100 to 200 daltons. Accordingly,
most large lipophilic drugs must pass through the cell membrane itself.

Passive Membrane Transport. Drugs cross membranes either by
passive processes or by mechanisms involving the active participa-
tion of components of the membrane. In passive transport, the drug
molecule usually penetrates by diffusion along a concentration gra-
dient by virtue of its solubility in the lipid bilayer. Such transfer is
directly proportional to the magnitude of the concentration gradient
across the membrane, to the lipid—water partition coefficient of the
drug, and to the membrane surface area exposed to the drug. The
greater the partition coefficient, the higher is the concentration of
drug in the membrane, and the faster is its diffusion. After a steady
state is attained, the concentration of the unbound drug is the same
on both sides of the membrane if the drug is a nonelectrolyte. For
ionic compounds, the steady-state concentrations depend on the
electrochemical gradient for the ion and on differences in pH across
the membrane, which may influence the state of ionization of the
molecule disparately on either side of the membrane.
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Figure 1-2. Influence of pH on the distribution of a weak acid
between plasma and gastric juice separated by a lipid barrier.
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Weak Electrolytes and Influence of pH. Most drugs
are weak acids or bases that are present in solution as both
the nonionized and ionized species. The nonionized mole-
cules usually are more lipid-soluble and can diffuse readi-
ly across the cell membrane. In contrast, the ionized mol-
ecules usually are unable to penetrate the lipid membrane
because of their low lipid solubility.

Therefore, the transmembrane distribution of a weak elec-
trolyte is determined by its pK, and the pH gradient across the
membrane. The pK, is the pH at which half the drug (weak
electrolyte) is in its ionized form. To illustrate the effect of pH
on distribution of drugs, the partitioning of a weak acid (pK, =
4.4) between plasma (pH = 7.4) and gastric juice (pH = 1.4) is
depicted in Figure 1-2. It is assumed that the gastric mucosal
membrane behaves as a simple lipid barrier that is permeable
only to the lipid-soluble, nonionized form of the acid. The
ratio of nonionized to ionized drug at each pH is readily cal-
culated from the Henderson—Hasselbalch equation:

tonated f
[ protonated form] = pK, —pH

1 =
© [unprotonated form]

(1-1)

This equation relates the pH of the medium around the
drug and the drug’s acid dissociation constant (pK,) to the
ratio of the protonated (HA or BH*) and unprotonated (A~
or B) forms, where HA <> A~ + H* (K, = [AT][H*]/[HA])
describes the dissociation of an acid, and BH* < B + H*
(K, = [BI[HT)/[BH*]) describes the dissociation of the
pronated form of a base.

Thus, in plasma, the ratio of nonionized to ionized drug
is 1:1000; in gastric juice, the ratio is 1:0.001. These values
are given in brackets in Figure 1-2. The total concentration
ratio between the plasma and the gastric juice therefore
would be 1000:1 if such a system came to a steady state. For
a weak base with a pK, of 4.4, the ratio would be reversed,
as would the thick horizontal arrows in Figure 1-2, which
indicate the predominant species at each pH. Accordingly,

at steady state, an acidic drug will accumulate on the more
basic side of the membrane and a basic drug on the more
acidic side—a phenomenon termed ion trapping. These
considerations have obvious implications for the absorption
and excretion of drugs, as discussed more specifically
below. The establishment of concentration gradients of
weak electrolytes across membranes with a pH gradient is a
physical process and does not require an active electrolyte
transport system. All that is necessary is a membrane prefer-
entially permeable to one form of the weak electrolyte and a
pH gradient across the membrane. The establishment of the
pH gradient, however, is an active process.

Carrier-Mediated Membrane Transport. While passive diffusion
through the bilayer is dominant in the disposition of most drugs, carrier-
mediated mechanisms also play an important role. Active transport is
characterized by a direct requirement for energy, movement against an
electrochemical gradient, saturability, selectivity, and competitive inhi-
bition by cotransported compounds. Na*,K*-ATPase is an active trans-
port mechanism. Secondary active transport uses the electrochemical
energy stored in a gradient to move another molecule against a concen-
tration gradient; e.g., the Na*—Ca”" exchange protein uses the energy
stored in the Na* gradient established by the Na*,K*-ATPase to export
cytosolic Ca® and maintain it at a low basal level, approximately 100
nM in most cells (see Chapter 33); similarly, the Na*-dependent glucose
transporters SGLT1 and SGLT2 move glucose across membranes of
gastrointestinal (GI) epithelium and renal tubules by coupling glucose
transport to downhill Na* flux. Facilitated diffusion describes a carrier-
mediated transport process in which there is no input of energy, and
therefore, enhanced movement of the involved substance is down an
electrochemical gradient as in the permeation of glucose across a mus-
cle cell membrane mediated by the insulin-sensitive glucose transporter
protein GLUT4. Such mechanisms, which may be highly selective for a
specific conformational structure of a drug, are involved in the transport
of endogenous compounds whose rate of transport by passive diffusion
otherwise would be too slow. In other cases, they function as a barrier
system to protect cells from potentially toxic substances. Pharmacologi-
cally important transporters may mediate either drug uptake or efflux
and often facilitate vectorial transport across polarized cells. An impor-
tant efflux transporter present at many sites is the P-glycoprotein encod-
ed by the multidrug resistance-1 (MDR1) gene. P-glycoprotein localized
in the enterocyte limits the oral absorption of transported drugs because
it exports compounds back into the GI tract subsequent to their absorp-
tion by passive diffusion. The P-glycoprotein also can confer resistance
to some cancer chemotherapeutic agents (see Chapter 51). The impor-
tance of P-glycoprotein in the elimination of drugs is underscored by the
presence of genetic polymorphisms in MDRI (see Chapters 2 and 4 and
Marzolini et al., 2004) that can affect therapeutic drug levels. Transport-
ers and their roles in drug action are presented in detail in Chapter 2.

DRUG ABSORPTION, BIOAVAILABILITY,
AND ROUTES OF ADMINISTRATION

Absorption is the movement of a drug from its site of
administration into the central compartment (Figure 1-1)



Table 1-1

Some Characteristics of Common Routes of Drug Administration*

ROUTE

Intravenous

Subcutaneous

Intramuscular

Oral ingestion

ABSORPTION PATTERN

Absorption circumvented

Potentially immediate
effects

Suitable for large volumes
and for irritating sub-
stances, or complex
mixtures, when diluted

Prompt, from aqueous
solution

Slow and sustained,
from repository
preparations

Prompt, from aqueous
solution

Slow and sustained, from
repository preparations

Variable, depends on
many factors (see text)

SPECIAL UTILITY

Valuable for emergency use

Permits titration of dosage

Usually required for high-
molecular-weight pro-
tein and peptide drugs

Suitable for some poorly solu-
ble suspensions and for
instillation of slow-release
implants

Suitable for moderate vol-
umes, oily vehicles, and
some irritating substances

Appropriate for self-admin-
istration (e.g., insulin)

Most convenient and economi-
cal; usually more safe
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LIMITATIONS AND PRECAUTIONS

Increased risk of adverse effects

Must inject solutions slowly as a
rule

Not suitable for oily solutions or
poorly soluble substances

Not suitable for large volumes
Possible pain or necrosis from irri-
tating substances

Precluded during anticoagulant
therapy

May interfere with interpretation of
certain diagnostic tests (e.g.,
creatine Kinase)

Requires patient compliance

Bioavailability potentially erratic

“See text for more complete discussion and for other routes.

and the extent to which this occurs. For solid dosage
forms, absorption first requires dissolution of the tablet
or capsule, thus liberating the drug. The clinician is con-
cerned primarily with bioavailability rather than absorp-
tion. Bioavailability is a term used to indicate the frac-
tional extent to which a dose of drug reaches its site of
action or a biological fluid from which the drug has
access to its site of action. For example, a drug given
orally must be absorbed first from the stomach and
intestine, but this may be limited by the characteristics
of the dosage form and the drug’s physicochemical
properties. In addition, drug then passes through the liv-
er, where metabolism and biliary excretion may occur
before the drug enters the systemic circulation. Accord-
ingly, a fraction of the administered and absorbed dose
of drug will be inactivated or diverted before it can
reach the general circulation and be distributed to its
sites of action. If the metabolic or excretory capacity of
the liver for the drug is large, bioavailability will be
reduced substantially (the first-pass effect). This decrease
in availability is a function of the anatomical site from
which absorption takes place; other anatomical, physio-

and incomplete

logical, and pathological factors can influence bioavail-
ability (see below), and the choice of the route of drug
administration must be based on an understanding of
these conditions.

Oral (Enteral) versus Parenteral Administration. Often there is a
choice of the route by which a therapeutic agent may be given, and
knowledge of the advantages and disadvantages of the different
routes of administration is then of primary importance. Some char-
acteristics of the major routes employed for systemic drug effect are
compared in Table 1-1.

Oral ingestion is the most common method of drug administra-
tion. It also is the safest, most convenient, and most economical.
Disadvantages to the oral route include limited absorption of some
drugs because of their physical characteristics (e.g., water solubili-
ty), emesis as a result of irritation to the GI mucosa, destruction of
some drugs by digestive enzymes or low gastric pH, irregularities
in absorption or propulsion in the presence of food or other drugs,
and the need for cooperation on the part of the patient. In addition,
drugs in the GI tract may be metabolized by the enzymes of the
intestinal flora, mucosa, or liver before they gain access to the
general circulation.

The parenteral injection of drugs has certain distinct advantages
over oral administration. In some instances, parenteral administra-
tion is essential for the drug to be delivered in its active form, as in
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the case of monoclonal antibodies such as infliximab, an antibody
against tumor necrosis factor o (TNF-) used in the treatment of
rheumatoid arthritis. Availability usually is more rapid, extensive,
and predictable when a drug is given by injection. The effective
dose therefore can be delivered more accurately. In emergency ther-
apy and when a patient is unconscious, uncooperative, or unable to
retain anything given by mouth, parenteral therapy may be a neces-
sity. The injection of drugs, however, has its disadvantages: Asepsis
must be maintained, and this is of particular concern when drugs are
given over time, such as in intravenous or intrathecal administra-
tion; pain may accompany the injection; and it is sometimes diffi-
cult for patients to perform the injections themselves if self-medica-
tion is necessary.

Oral Ingestion. Absorption from the GI tract is governed by factors
such as surface area for absorption, blood flow to the site of absorp-
tion, the physical state of the drug (solution, suspension, or solid
dosage form), its water solubility, and the drug’s concentration at
the site of absorption. For drugs given in solid form, the rate of dis-
solution may be the limiting factor in their absorption, especially if
they have low water solubility. Since most drug absorption from the
GI tract occurs by passive diffusion, absorption is favored when
the drug is in the nonionized and more lipophilic form. Based on the
pH—partition concept (Figure 1-2), one would predict that drugs that
are weak acids would be better absorbed from the stomach (pH 1 to
2) than from the upper intestine (pH 3 to 6), and vice versa for weak
bases. However, the epithelium of the stomach is lined with a thick
mucous layer, and its surface area is small; by contrast, the villi of
the upper intestine provide an extremely large surface area (approxi-
mately 200 m?). Accordingly, the rate of absorption of a drug from
the intestine will be greater than that from the stomach even if the
drug is predominantly ionized in the intestine and largely nonion-
ized in the stomach. Thus, any factor that accelerates gastric empty-
ing will be likely to increase the rate of drug absorption, whereas
any factor that delays gastric emptying is expected to have the oppo-
site effect, regardless of the characteristics of the drug. Gastric emp-
tying is influenced in women by the effects of estrogen (i.e., slower
than in men for premenopausal women and those taking estrogen in
replacement therapy).

Drugs that are destroyed by gastric secretions or that cause
gastric irritation sometimes are administered in dosage forms with
an enteric coating that prevents dissolution in the acidic gastric
contents. However, some enteric-coated preparations of a drug
also may resist dissolution in the intestine, reducing drug absorp-
tion. The use of enteric coatings is nonetheless helpful for drugs
such as aspirin that can cause significant gastric irritation in many
patients.

Controlled-Release Preparations. The rate of absorption of a
drug administered as a tablet or other solid oral dosage form is
partly dependent on its rate of dissolution in GI fluids. This is the
basis for controlled-release, extended-release, sustained-release,
and prolonged-action pharmaceutical preparations that are designed
to produce slow, uniform absorption of the drug for 8 hours or
longer. Such preparations are offered for medications in all major
drug categories. Potential advantages of such preparations are
reduction in the frequency of administration of the drug as com-
pared with conventional dosage forms (possibly with improved
compliance by the patient), maintenance of a therapeutic effect
overnight, and decreased incidence and/or intensity of both undes-
ired effects (by elimination of the peaks in drug concentration) and
nontherapeutic blood levels of the drug (by elimination of troughs

in concentration) that often occur after administration of immedi-
ate-release dosage forms.

Many controlled-release preparations fulfill these expectations and
may be preferred in some therapeutic situations such as antidepressant
therapy (Nemeroff, 2003) or treatment with dihydropyridine Ca®*
entry blockers (see Chapter 32). However, such products have some
drawbacks. Generally, interpatient variability in terms of the systemic
concentration of the drug that is achieved is greater for controlled-
release than for immediate-release dosage forms. During repeated
drug administration, trough drug concentrations resulting from con-
trolled-release dosage forms may not be different from those observed
with immediate-release preparations, although the time interval
between trough concentrations is greater for a well-designed con-
trolled-release product. It is possible that the dosage form may fail,
and “dose dumping” with resulting toxicity can occur because the
total dose of drug ingested at one time may be several times the
amount contained in the conventional preparation. Factors that may
contribute to dose dumping for certain controlled-release preparations
include stomach acidity and administration along with a high-fat
meal. Controlled-release dosage forms are most appropriate for drugs
with short half-lives (<4 hours). So-called controlled-release dosage
forms are sometimes developed for drugs with long half-lives (>12
hours). These usually more expensive products should not be pre-
scribed unless specific advantages have been demonstrated.

Sublingual Administration. Absorption from the oral mucosa has
special significance for certain drugs despite the fact that the surface
area available is small. Venous drainage from the mouth is to the supe-
rior vena cava, which protects the drug from rapid hepatic first-pass
metabolism. For example, nitroglycerin is effective when retained sub-
lingually because it is nonionic and has very high lipid solubility.
Thus, the drug is absorbed very rapidly. Nitroglycerin also is very
potent; relatively few molecules need to be absorbed to produce the
therapeutic effect. If a tablet of nitroglycerin were swallowed, the
accompanying hepatic metabolism would be sufficient to prevent the
appearance of any active nitroglycerin in the systemic circulation.

Transdermal Absorption. Not all drugs readily penetrate the intact
skin. Absorption of those that do is dependent on the surface area over
which they are applied and their lipid solubility because the epidermis
behaves as a lipid barrier (see Chapter 63). The dermis, however, is
freely permeable to many solutes; consequently, systemic absorption
of drugs occurs much more readily through abraded, burned, or
denuded skin. Inflammation and other conditions that increase cutane-
ous blood flow also enhance absorption. Toxic effects sometimes
are produced by absorption through the skin of highly lipid-soluble
substances (e.g., a lipid-soluble insecticide in an organic solvent).
Absorption through the skin can be enhanced by suspending the drug
in an oily vehicle and rubbing the resulting preparation into the skin.
Because hydrated skin is more permeable than dry skin, the dosage
form may be modified or an occlusive dressing may be used to facili-
tate absorption. Controlled-release topical patches have become
increasingly available, including nicotine for tobacco-smoking with-
drawal, scopolamine for motion sickness, nitroglycerin for angina
pectoris, festosterone and estrogen for replacement therapy, and vari-
ous estrogens and progestins for birth control.

Rectal Administration. The rectal route often is useful when oral
ingestion is precluded because the patient is unconscious or when
vomiting is present—a situation particularly relevant to young chil-
dren. Approximately 50% of the drug that is absorbed from the rec-



tum will bypass the liver; the potential for hepatic first-pass metabo-
lism thus is less than that for an oral dose. However, rectal
absorption often is irregular and incomplete, and many drugs can
cause irritation of the rectal mucosa.

Parenteral Injection. The major routes of parenteral administration
are intravenous, subcutaneous, and intramuscular. Absorption from
subcutaneous and intramuscular sites occurs by simple diffusion
along the gradient from drug depot to plasma. The rate is limited by
the area of the absorbing capillary membranes and by the solubility
of the substance in the interstitial fluid. Relatively large aqueous
channels in the endothelial membrane account for the indiscriminate
diffusion of molecules regardless of their lipid solubility. Larger
molecules, such as proteins, slowly gain access to the circulation by
way of lymphatic channels.

Drugs administered into the systemic circulation by any route,
excluding the intraarterial route, are subject to possible first-pass
elimination in the lung prior to distribution to the rest of the body.
The lungs serve as a temporary storage site for a number of agents,
especially drugs that are weak bases and are predominantly nonion-
ized at the blood pH, apparently by their partition into lipid. The
lungs also serve as a filter for particulate matter that may be given
intravenously, and they provide a route of elimination for volatile
substances.

Intravenous. Factors relevant to absorption are circumvented by
intravenous injection of drugs in aqueous solution because bioavail-
ability is complete and rapid. Also, drug delivery is controlled and
achieved with an accuracy and immediacy not possible by any other
procedure. In some instances, as in the induction of surgical anes-
thesia, the dose of a drug is not predetermined but is adjusted to the
response of the patient. Also, certain irritating solutions can be
given only in this manner because the drug, if injected slowly, is
greatly diluted by the blood.

There are both advantages and disadvantages to the use of this
route of administration. Unfavorable reactions can occur because
high concentrations of drug may be attained rapidly in both plasma
and tissues. There are therapeutic circumstances where it is advis-
able to administer a drug by bolus injection (small volume given
rapidly, e.g., tissue plasminogen activator immediately following an
acute myocardial infarction) and other circumstances where slower
administration of drug is advisable, such as the delivery of drugs by
intravenous “piggy-back” (e.g., antibiotics). Intravenous administra-
tion of drugs warrants close monitoring of the patient’s response.
Furthermore, once the drug is injected, there is often no retreat.
Repeated intravenous injections depend on the ability to maintain a
patent vein. Drugs in an oily vehicle, those that precipitate blood
constituents or hemolyze erythrocytes, and drug combinations that
cause precipitates to form must not be given by this route.

Subcutaneous. Injection of a drug into a subcutaneous site can
be used only for drugs that are not irritating to tissue; otherwise,
severe pain, necrosis, and tissue sloughing may occur. The rate of
absorption following subcutaneous injection of a drug often is suffi-
ciently constant and slow to provide a sustained effect. Moreover,
altering the period over which a drug is absorbed may be varied
intentionally, as is accomplished with insulin for injection using
particle size, protein complexation, and pH to provide short- (3 to 6
hours), intermediate- (10 to 18 hours), and long-acting (18 to 24
hours) preparations. The incorporation of a vasoconstrictor agent in
a solution of a drug to be injected subcutaneously also retards
absorption. Thus, the injectable local anesthetic /idocaine incorpo-
rates epinephrine into the dosage form. Absorption of drugs
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implanted under the skin in a solid pellet form occurs slowly over a
period of weeks or months; some hormones (e.g., contraceptives)
are administered effectively in this manner.

Intramuscular. Drugs in aqueous solution are absorbed quite rap-
idly after intramuscular injection depending on the rate of blood flow
to the injection site. This may be modulated to some extent by local
heating, massage, or exercise. For example, while absorption of insu-
lin generally is more rapid from injection in the arm and abdominal
wall than the thigh, jogging may cause a precipitous drop in blood
sugar when insulin is injected into the thigh rather than into the arm
or abdominal wall because running markedly increases blood flow to
the leg. A hot bath accelerates absorption from all these sites owing
to vasodilation. Generally, the rate of absorption following injection
of an aqueous preparation into the deltoid or vastus lateralis is faster
than when the injection is made into the gluteus maximus. The rate is
particularly slower for females after injection into the gluteus maxi-
mus. This has been attributed to the different distribution of subcuta-
neous fat in males and females and because fat is relatively poorly
perfused. Very obese or emaciated patients may exhibit unusual pat-
terns of absorption following intramuscular or subcutaneous injec-
tion. Slow, constant absorption from the intramuscular site results if
the drug is injected in solution in oil or suspended in various other
repository (depot) vehicles. Antibiotics often are administered in this
manner. Substances too irritating to be injected subcutaneously
sometimes may be given intramuscularly.

Intraarterial. Occasionally, a drug is injected directly into an
artery to localize its effect in a particular tissue or organ, such as in the
treatment of liver tumors and head/neck cancers. Diagnostic agents
sometimes are administered by this route (e.g., technetium-labeled
human serum albumin). Intraarterial injection requires great care and
should be reserved for experts. The first-pass and cleansing effects of
the lung are not available when drugs are given by this route.

Intrathecal. The blood-brain barrier and the blood—cerebrospi-
nal fluid (CSF) barrier often preclude or slow the entrance of drugs
into the CNS. Therefore, when local and rapid effects of drugs on
the meninges or cerebrospinal axis are desired, as in spinal anesthe-
sia or treatment of acute CNS infections, drugs sometimes are
injected directly into the spinal subarachnoid space. Brain tumors
also may be treated by direct intraventricular drug administration.

Pulmonary Absorption. Provided that they do not cause irritation,
gaseous and volatile drugs may be inhaled and absorbed through the
pulmonary epithelium and mucous membranes of the respiratory
tract. Access to the circulation is rapid by this route because the
lung’s surface area is large. The principles governing absorption and
excretion of anesthetic and other therapeutic gases are discussed in
Chapters 13 and 15.

In addition, solutions of drugs can be atomized and the fine
droplets in air (aerosol) inhaled. Advantages are the almost instanta-
neous absorption of a drug into the blood, avoidance of hepatic first-
pass loss, and in the case of pulmonary disease, local application of
the drug at the desired site of action. For example, owing to the abil-
ity to meter doses and create fine aerosols, drugs can be given in
this manner for the treatment of allergic rhinitis or bronchial asthma
(see Chapter 27). Pulmonary absorption is an important route of
entry of certain drugs of abuse and of toxic environmental substanc-
es of varied composition and physical states. Both local and system-
ic reactions to allergens may occur subsequent to inhalation.

Topical Application. Mucous Membranes. Drugs are applied to the
mucous membranes of the conjunctiva, nasopharynx, oropharynx,



Chapter 1 / Pharmacokinetics and Pharmacodynamics

vagina, colon, urethra, and urinary bladder primarily for their local
effects. Occasionally, as in the application of synthetic antidiuretic
hormone to the nasal mucosa, systemic absorption is the goal.
Absorption through mucous membranes occurs readily. In fact,
local anesthetics applied for local effect sometimes may be absorbed
so rapidly that they produce systemic toxicity.

Eye. Topically applied ophthalmic drugs are used primarily for
their local effects (see Chapter 63). Systemic absorption that results
from drainage through the nasolacrimal canal is usually undesirable.
Because drug that is absorbed via drainage is not subject to first-
pass hepatic metabolism, unwanted systemic pharmacological
effects may occur when [ adrenergic receptor antagonists or corti-
costeroids are administered as ophthalmic drops. Local effects usu-
ally require absorption of the drug through the cornea; corneal
infection or trauma thus may result in more rapid absorption. Oph-
thalmic delivery systems that provide prolonged duration of action
(e.g., suspensions and ointments) are useful additions to ophthalmic
therapy. Ocular inserts, such as the use of pilocarpine-containing
inserts for the treatment of glaucoma, provide continuous delivery
of small amounts of drug. Very little is lost through drainage; hence
systemic side effects are minimized.

Novel Methods of Drug Delivery. Drug-eluting stents and other
devices are being used to target drugs locally and minimize sys-
temic exposure. The toxicity of potentially important compounds
can be decreased significantly by combination with a variety of
drug carrier vehicles that modify distribution. For example, the
cytotoxic agent calicheamicin, when linked to an antibody direct-
ed to an antigen found on the surface of certain leukemic cells, can
target drug to its intended site of action, improving the therapeutic
index of calicheamicin.

Recent advances in drug delivery include the use of biocompati-
ble polymers with functional monomers attached in such a way as to
permit linkage of drug molecules to the polymer.

A drug—polymer conjugate can be designed to be a stable, long-
circulating prodrug by varying the molecular weight of the polymer
and the cleavable linkage between the drug and the polymer. The
linkage is designed to keep the drug inactive until it released from
the backbone polymer by a disease-specific trigger, typically
enzyme activity in the targeted tissue that delivers the active drug at
or near the site of pathology.

Bioequivalence. Drug products are considered to be pharmaceutical
equivalents if they contain the same active ingredients and are iden-
tical in strength or concentration, dosage form, and route of admin-
istration. Two pharmaceutically equivalent drug products are con-
sidered to be bioequivalent when the rates and extents of
bioavailability of the active ingredient in the two products are not
significantly different under suitable test conditions. In the past,
dosage forms of a drug from different manufacturers and even dif-
ferent lots of preparations from a single manufacturer sometimes
differed in their bioavailability. Such differences were seen primar-
ily among oral dosage forms of poorly soluble, slowly absorbed
drugs such as the urinary antiinfective metronidazole (FLAGYL).
When first introduced, the generic form was not bioequivalent
because the generic manufacturer was not able to mimic the propri-
etary process used to microsize the drug for absorption initially. Dif-
ferences in crystal form, particle size, or other physical characteris-
tics of the drug that are not rigidly controlled in formulation and
manufacture affect disintegration of the dosage form and dissolution
of the drug and hence the rate and extent of drug absorption.

The potential nonequivalence of different drug preparations has
been a matter of concern. Strengthened regulatory requirements
have resulted in few, if any, documented cases of nonequivalence
between approved drug products in recent years. The significance of
possible nonequivalence of drug preparations is further discussed in
connection with drug nomenclature and the choice of drug name in
writing prescription orders (see Appendix I).

DISTRIBUTION OF DRUGS

Following absorption or systemic administration into the
bloodstream, a drug distributes into interstitial and intracel-
lular fluids. This process reflects a number of physiological
factors and the particular physicochemical properties of the
individual drug. Cardiac output, regional blood flow, capil-
lary permeability, and tissue volume determine the rate of
delivery and potential amount of drug distributed into tis-
sues. Initially, liver, kidney, brain, and other well-perfused
organs receive most of the drug, whereas delivery to mus-
cle, most viscera, skin, and fat is slower. This second distri-
bution phase may require minutes to several hours before
the concentration of drug in tissue is in equilibrium with
that in blood. The second phase also involves a far larger
fraction of body mass than does the initial phase and gener-
ally accounts for most of the extravascularly distributed
drug. With exceptions such as the brain, diffusion of drug
into the interstitial fluid occurs rapidly because of the highly
permeable nature of the capillary endothelial membrane.
Thus, tissue distribution is determined by the partitioning of
drug between blood and the particular tissue. Lipid solubili-
ty and transmembrane pH gradients are important determi-
nants of such uptake for drugs that are either weak acids or
bases. However, in general, ion trapping associated with
transmembrane pH gradients is not large because the pH
difference between tissue and blood (approximately 7.0 ver-
sus 7.4) is small. The more important determinant of blood—
tissue partitioning is the relative binding of drug to plasma
proteins and tissue macromolecules.

Plasma Proteins. Many drugs circulate in the blood-
stream bound to plasma proteins. Albumin is a major car-
rier for acidic drugs; o;-acid glycoprotein binds basic
drugs. Nonspecific binding to other plasma proteins gen-
erally occurs to a much smaller extent. The binding is
usually reversible; covalent binding of reactive drugs such
as alkylating agents occurs occasionally. In addition to the
binding of drugs to carrier proteins such as albumin, cer-
tain drugs may bind to proteins that function as specific
hormone carrier proteins, such as the binding of estrogen
or testosterone to sex hormone-binding globulin or the
binding of thyroid hormone to thyroxin-binding globulin.



The fraction of total drug in plasma that is bound is
determined by the drug concentration, the affinity of
binding sites for the drug, and the number of binding
sites. Mass-action relationships determine the unbound
and bound concentrations (see below). At low concen-
trations of drug (less than the plasma protein binding
dissociation constant), the fraction bound is a function
of the concentration of binding sites and the dissocia-
tion constant. At high drug concentrations (greater than
the dissociation constant), the fraction bound is a func-
tion of the number of binding sites and the drug con-
centration. Therefore, plasma binding is a nonlinear,
saturable process. For most drugs, the therapeutic
range of plasma concentrations is limited; thus the
extent of binding and the unbound fraction are relative-
ly constant. The percentage values listed for protein
binding in Appendix II refer to binding in the therapeu-
tic range unless otherwise indicated. The extent of
plasma protein binding also may be affected by dis-
ease-related factors. For example, hypoalbuminemia
secondary to severe liver disease or the nephrotic syn-
drome results in reduced binding and an increase in the
unbound fraction. Also, conditions resulting in the
acute-phase reaction response (e.g., cancer, arthritis,
myocardial infarction, and Crohn’s disease) lead to ele-
vated levels of ¢;-acid glycoprotein and enhanced
binding of basic drugs.

Because binding of drugs to plasma proteins such as albumin is
nonselective, and because the number of binding sites is relatively
large (high capacity), many drugs with similar physicochemical
characteristics can compete with each other and with endogenous
substances for these binding sites, resulting in noticeable displace-
ment of one drug by another. For example, displacement of uncon-
jugated bilirubin from binding to albumin by the sulfonamides and
other organic anions is known to increase the risk of bilirubin
encephalopathy in the newborn. Drug toxicities based on competi-
tion between drugs for binding sites is not of clinical concern for
most therapeutic agents. Since drug responses, both efficacious
and toxic, are a function of the concentrations of unbound drug,
steady-state unbound concentrations will change significantly only
when either drug input (dosing rate) or clearance of unbound drug
is changed [see Equation (1-2) and discussion below]. Thus,
steady-state unbound concentrations are independent of the extent
of protein binding. However, for narrow-therapeutic-index drugs,
a transient change in unbound concentrations occurring immedi-
ately following the dose of a competing drug could be of concern,
such as with the anticoagulant warfarin. A more common problem
resulting from competition of drugs for plasma protein binding
sites is misinterpretation of measured concentrations of drugs in
plasma because most assays do not distinguish free drug from
bound drug.

Importantly, binding of a drug to plasma proteins limits its con-
centration in tissues and at its site of action because only unbound
drug is in equilibrium across membranes. Accordingly, after distri-
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bution equilibrium is achieved, the concentration of active, unbound
drug in intracellular water is the same as that in plasma except when
carrier-mediated transport is involved. Binding of a drug to plasma
protein also limits the drug’s glomerular filtration because this pro-
cess does not immediately change the concentration of free drug in
the plasma (water is also filtered). However, plasma protein binding
generally does not limit renal tubular secretion or biotransformation
because these processes lower the free drug concentration, and this
is followed rapidly by dissociation of drug from the drug—protein
complex, thereby reestablishing equilibrium between bound and
free drug. Drug transport and metabolism also are limited by bind-
ing to plasma proteins, except when these are especially efficient,
and drug clearance, calculated on the basis of unbound drug,
exceeds organ plasma flow.

Tissue Binding. Many drugs accumulate in tissues at
higher concentrations than those in the extracellular flu-
ids and blood. For example, during long-term adminis-
tration of the antimalarial agent quinacrine, the concen-
tration of drug in the liver may be several thousandfold
higher than that in the blood. Such accumulation may be
a result of active transport or, more commonly, binding.
Tissue binding of drugs usually occurs with cellular con-
stituents such as proteins, phospholipids, or nuclear pro-
teins and generally is reversible. A large fraction of drug
in the body may be bound in this fashion and serve as a
reservoir that prolongs drug action in that same tissue or
at a distant site reached through the circulation. Such tis-
sue binding and accumulation also can produce local
toxicity, as in the case of the accumulation of the ami-
noglycoside antibiotic gentamicin in the kidney and ves-
tibular system.

Fat as a Reservoir. Many lipid-soluble drugs are stored by
physical solution in the neutral fat. In obese persons, the fat con-
tent of the body may be as high as 50%, and even in lean individu-
als it constitutes 10% of body weight; hence fat may serve as a
reservoir for lipid-soluble drugs. For example, as much as 70% of
the highly lipid-soluble barbiturate thiopental may be present in
body fat 3 hours after administration. Fat is a rather stable reser-
voir because it has a relatively low blood flow. However, among
highly lipophilic drugs (e.g., remifentanil and some J blockers),
the degree of lipophilicity does not predict their distribution in
obese individuals.

Bone. The tetracycline antibiotics (and other divalent metal-ion
chelating agents) and heavy metals may accumulate in bone by
adsorption onto the bone crystal surface and eventual incorporation
into the crystal lattice. Bone can become a reservoir for the slow
release of toxic agents such as lead or radium into the blood; their
effects thus can persist long after exposure has ceased. Local
destruction of the bone medulla also may lead to reduced blood flow
and prolongation of the reservoir effect because the toxic agent
becomes sealed off from the circulation; this may further enhance
the direct local damage to the bone. A vicious cycle results, where-
by the greater the exposure to the toxic agent, the slower is its rate
of elimination. The adsorption of drug onto the bone crystal surface
and incorporation into the crystal lattice have therapeutic advantag-
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es for the treatment of osteoporosis. Phosphonates such as sodium
etidronate bind tightly to hydroxyapatite crystals in mineralized
bone matrix. However, unlike naturally occurring pyrophosphates,
etidronate is resistant to degradation by pyrophosphatases and thus
stabilizes the bone matrix.

Redistribution. Termination of drug effect after with-
drawal of a drug usually is by metabolism and excretion
but also may result from redistribution of the drug from
its site of action into other tissues or sites. Redistribu-
tion is a factor in terminating drug effect primarily
when a highly lipid-soluble drug that acts on the brain
or cardiovascular system is administered rapidly by
intravenous injection or by inhalation. A good example
of this is the use of the intravenous anesthetic thiopen-
tal, a highly lipid-soluble drug. Because blood flow to
the brain is so high, the drug reaches its maximal con-
centration in brain within a minute of its intravenous
injection. After injection is concluded, the plasma con-
centration falls as thiopental diffuses into other tissues,
such as muscle. The concentration of the drug in brain
follows that of the plasma because there is little binding
of the drug to brain constituents. Thus, in this example,
the onset of anesthesia is rapid, but so is its termination.
Both are related directly to the concentration of drug in
the brain.

Central Nervous System and Cerebrospinal Fluid.
The distribution of drugs into the CNS from the blood is
unique. One reason for this is that the brain capillary
endothelial cells have continuous tight junctions; there-
fore, drug penetration into the brain depends on trans-
cellular rather than paracellular transport. The unique
characteristics of brain capillary endothelial cells and
pericapillary glial cells constitute the blood—brain barrier.
At the choroid plexus, a similar blood—CSF barrier is
present except that it is epithelial cells that are joined by
tight junctions rather than endothelial cells. The lipid sol-
ubility of the nonionized and unbound species of a drug is
therefore an important determinant of its uptake by the
brain; the more lipophilic a drug is, the more likely it is to
cross the blood-brain barrier. This situation often is used
in drug design to alter drug distribution to the brain; e.g.,
the so-called second-generation antihistamines, such as
loratidine, achieve far lower brain concentrations than do
agents such as diphenhydramine and thus are nonsedating.
Drugs may penetrate into the CNS by specific uptake
transporters normally involved in the transport of nutri-
ents and endogenous compounds from blood into the
brain and CSF.

Another important factor in the functional blood—
brain barrier involves membrane transporters that are

efflux carriers present in the brain capillary endothelial
cell and capable of removing a large number of chemi-
cally diverse drugs from the cell. P-glycoprotein (P-gp,
encoded by the MDRI gene) and the organic anion—
transporting polypeptide (OATP) are two of the more
notable of these. The effects of these exporters are to
dramatically limit access of the drug to the tissue
expressing the efflux transporter. Together, P-gp and the
OATP family export a large array of structurally diverse
drugs (Kim, 2003) (see Chapter 2). Expression of OATP
isoforms in the GI tract, liver, and kidney, as well as the
blood-brain barrier, has important implications for drug
absorption and elimination, as well as tissue penetration.
Expression of these efflux transporters accounts for the
relatively restricted pharmacological access to the brain
and other tissues such as the testes, where drug concen-
trations may be below those necessary to achieve a
desired effect despite adequate blood flow. This situa-
tion occurs with HIV protease inhibitors and with loper-
amide, a potent, systemically active opioid that lacks
any central effects characteristic of other opioids (see
Chapter 21). Efflux transporters that actively secrete
drug from the CSF into the blood also are present in the
choroid plexus (see Chapters 2 and 3 for details of the
contribution of drug transporters to barrier function).
Drugs also may exit the CNS along with the bulk flow
of CSF through the arachnoid villi. In general, the
blood—brain barrier’s function is well maintained; how-
ever, meningeal and encephalic inflammation increase
local permeability. Recently, blood—brain barrier disrup-
tion has emerged as a treatment for certain brain tumors
such as primary CNS lymphomas (Tyson et al., 2003).
The goal of this treatment is to enhance delivery of che-
motherapy to the brain tumor while maintaining cogni-
tive function that is often damaged by conventional
radiotherapy (Dahlborg et al., 1998).

Placental Transfer of Drugs. The transfer of drugs across
the placenta is of critical importance because drugs may
cause anomalies in the developing fetus. Administered
immediately before delivery, as is often the case with the
use of tocolytics in the treatment of preterm labor, they
also may have adverse effects on the neonate. Lipid solu-
bility, extent of plasma binding, and degree of ionization
of weak acids and bases are important general determi-
nants in drug transfer across the placenta. The fetal plas-
ma is slightly more acidic than that of the mother (pH 7.0
to 7.2 versus 7.4), so that ion trapping of basic drugs
occurs. As in the brain, P-gp and other export transporters
are present in the placenta and function to limit fetal
exposure to potentially toxic agents. The view that the
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placenta is an absolute barrier to drugs is, however, com-
pletely inaccurate (Holcberg et al., 2003), in part because
a number of influx transporters are also present (Unadkat
et al., 2004). The fetus is to some extent exposed to all
drugs taken by the mother.

EXCRETION OF DRUGS

Drugs are eliminated from the body either unchanged
by the process of excretion or converted to metabolites.
Excretory organs, the lung excluded, eliminate polar
compounds more efficiently than substances with high
lipid solubility. Lipid-soluble drugs thus are not readily
eliminated until they are metabolized to more polar
compounds.

The kidney is the most important organ for excreting
drugs and their metabolites. Substances excreted in the
feces are principally unabsorbed orally ingested drugs or
drug metabolites excreted either in the bile or secreted
directly into the intestinal tract and not reabsorbed. Excre-
tion of drugs in breast milk is important not because of
the amounts eliminated, but because the excreted drugs
are potential sources of unwanted pharmacological effects
in the nursing infant. Excretion from the lung is important
mainly for the elimination of anesthetic gases (see Chap-
ter 13).

Renal Excretion. Excretion of drugs and metabolites in
the urine involves three distinct processes: glomerular
filtration, active tubular secretion, and passive tubular
reabsorption. Changes in overall renal function general-
ly affect all three processes to a similar extent. Even in
healthy persons, renal function is not constant. In neo-
nates, renal function is low compared with body mass
but matures rapidly within the first few months after
birth. During adulthood, there is a slow decline in renal
function, about 1% per year, so that in elderly patients a
substantial degree of functional impairment may be
present.

The amount of drug entering the tubular lumen by
filtration depends on the glomerular filtration rate and
the extent of plasma binding of the drug; only unbound
drug is filtered. In the proximal renal tubule, active, car-
rier-mediated tubular secretion also may add drug to the
tubular fluid. Transporters such as P-gp and the multi-
drug-resistance—associated protein type 2 (MRP2),
localized in the apical brush-border membrane, are
responsible for the secretion of amphipathic anions and
conjugated metabolites (such as glucuronides, sulfates,
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and glutathione adducts), respectively (see Chapters 2
and 3). ATP-binding cassette (ABC) transporters that
are more selective for organic cationic drugs are
involved in the secretion of organic bases. Membrane
transporters, mainly located in the distal renal tubule,
also are responsible for any active reabsorption of drug
from the tubular lumen back into the systemic circula-
tion. However, most of such reabsorption occurs by
nonionic diffusion.

In the proximal and distal tubules, the nonionized
forms of weak acids and bases undergo net passive reab-
sorption. The concentration gradient for back-diffusion
is created by the reabsorption of water with Na* and
other inorganic ions. Since the tubular cells are less per-
meable to the ionized forms of weak electrolytes, pas-
sive reabsorption of these substances depends on the pH.
When the tubular urine is made more alkaline, weak
acids are largely ionized and thus are excreted more rap-
idly and to a greater extent. When the tubular urine is
made more acidic, the fraction of drug ionized is
reduced, and excretion is likewise reduced. Alkaliniza-
tion and acidification of the urine have the opposite
effects on the excretion of weak bases. In the treatment
of drug poisoning, the excretion of some drugs can be
hastened by appropriate alkalinization or acidification of
the urine. Whether or not alteration of urine pH results
in a significant change in drug elimination depends on
the extent and persistence of the pH change and the con-
tribution of pH-dependent passive reabsorption to total
drug elimination. The effect is greatest for weak acids
and bases with pK, values in the range of urinary pH (5
to 8). However, alkalinization of urine can produce a
four- to sixfold increase in excretion of a relatively
strong acid such as salicylate when urinary pH is
changed from 6.4 to 8.0 and the fraction of nonionized
drug is reduced from 1% to 0.04%.

Biliary and Fecal Excretion. Transporters analogous to those in the
kidney also are present in the canalicular membrane of the hepato-
cyte, and these actively secrete drugs and metabolites into bile. P-gp
transports a plethora of amphipathic lipid-soluble drugs, whereas
MRP2 is mainly involved in the secretion of conjugated metabolites
of drugs (e.g., glutathione conjugates, glucuronides, and some sul-
fates). Ultimately, drugs and metabolites present in bile are released
into the GI tract during the digestive process. Because secretory
transporters also are expressed on the apical membrane of entero-
cytes, direct secretion of drugs and metabolites may occur from the
systemic circulation into the intestinal lumen. Subsequently, drugs
and metabolites can be reabsorbed back into the body from the
intestine, which, in the case of conjugated metabolites such as glu-
curonides, may require their enzymatic hydrolysis by the intestinal
microflora. Such enterohepatic recycling, if extensive, may prolong
significantly the presence of a drug (or toxin) and its effects within
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the body prior to elimination by other pathways. For this reason,
drugs may be given orally to bind substances excreted in the bile.
For example, in the case of mercury poisoning, a resin can be
administered orally that binds with dimethylmercury excreted in the
bile, thus preventing reabsorption and further toxicity. Enterohepatic
recycling also can be an advantage in the design of drugs. Ezetimibe
is the first of a new class of drugs that specifically reduces the intes-
tinal absorption of cholesterol (Lipka, 2003). The drug is absorbed
into the intestinal epithelial cell, where it is believed to interfere
with the sterol transporter system. This prevents both free cholester-
ol and plant sterols (phytosterols) from being transported into the
cell from the intestinal lumen. The drug is absorbed rapidly and glu-
curonidated in the intestinal cell before secretion into the blood.
Ezetimibe is avidly taken up by the liver from the portal blood and
excreted into the bile, resulting in low peripheral blood concentra-
tions. The glucuronide conjugate is hydrolyzed and absorbed and is
equally effective in inhibiting sterol absorption. This enterohepatic
recycling is responsible for a half-life in the body of more than 20
hours. The principal benefit is a reduction in low-density lipoprotein
cholesterol (see Chapter 35).

Excretion by Other Routes. Excretion of drugs into sweat, saliva,
and tears is quantitatively unimportant. Elimination by these
routes depends mainly on diffusion of the nonionized lipid-soluble
form of drugs through the epithelial cells of the glands and
depends on the pH. Drugs excreted in the saliva enter the mouth,
where they are usually swallowed. The concentration of some
drugs in saliva parallels that in plasma. Saliva therefore may be a
useful biological fluid in which to determine drug concentrations
when it is difficult or inconvenient to obtain blood. The same prin-
ciples apply to excretion of drugs in breast milk. Since milk is
more acidic than plasma, basic compounds may be slightly con-
centrated in this fluid; conversely, the concentration of acidic
compounds in the milk is lower than in plasma. Nonelectrolytes,
such as ethanol and urea, readily enter breast milk and reach the
same concentration as in plasma, independent of the pH of the
milk. Thus, the administration of drugs to breast-feeding women
carries the general caution that the suckling infant will be exposed
to some extent to the medication and/or its metabolites. In certain
cases, such as treatment with the f blocker atenolol, the infant
may be exposed to significant amounts of drug (Ito and Lee,
2003). Although excretion into hair and skin is quantitatively
unimportant, sensitive methods of detection of drugs in these tis-
sues have forensic significance.

METABOLISM OF DRUGS

The lipophilic characteristics of drugs that promote their
passage through biological membranes and subsequent
access to their site of action also serve to hinder their
excretion from the body. Renal excretion of unchanged
drug plays only a modest role in the overall elimination
of most therapeutic agents because lipophilic com-
pounds filtered through the glomerulus are largely reab-
sorbed into the systemic circulation during passage
through the renal tubules. The metabolism of drugs and

11

other xenobiotics into more hydrophilic metabolites is
essential for their elimination from the body, as well as
for termination of their biological and pharmacological
activity. In general, biotransformation reactions generate
more polar, inactive metabolites that are readily excreted
from the body. However, in some cases, metabolites
with potent biological activity or toxic properties are
generated. Many of the enzyme systems that transform
drugs to inactive metabolites also generate biologically
active metabolites of endogenous compounds, as in ste-
roid biosynthesis.

Drug metabolism or biotransformation reactions are classified
as either phase I functionalization reactions or phase II biosynthet-
ic (conjugation) reactions. Phase I reactions introduce or expose a
functional group on the parent compound such as occurs in hydrol-
ysis reactions. Phase I reactions generally result in the loss of
pharmacological activity, although there are examples of retention
or enhancement of activity. In rare instances, metabolism is asso-
ciated with an altered pharmacological activity. Prodrugs are
pharmacologically inactive compounds designed to maximize the
amount of the active species that reaches its site of action. Inactive
prodrugs are converted rapidly to biologically active metabolites
often by the hydrolysis of an ester or amide linkage. Such is the
case with a number of angiotensin-converting enzyme (ACE)
inhibitors employed in the management of high blood pressure.
Enalapril, for instance, is relatively inactive until converted by
esterase activity to the diacid enalaprilat. If not excreted rapidly
into the urine, the products of phase I biotransformation reactions
then can react with endogenous compounds to form a highly
water-soluble conjugate.

Phase II conjugation reactions lead to the formation of a cova-
lent linkage between a functional group on the parent compound
or phase I metabolite and endogenously derived glucuronic acid,
sulfate, glutathione, amino acids, or acetate. These highly polar
conjugates generally are inactive and are excreted rapidly in the
urine and feces. An example of an active conjugate is the 6-glucu-
ronide metabolite of morphine, which is a more potent analgesic
than its parent.

The enzyme systems involved in the biotransformation of
drugs are localized primarily in the liver, although every tissue
examined has some metabolic activity. Other organs with signifi-
cant metabolic capacity include the GI tract, kidneys, and lungs.
Following oral administration of a drug, a significant portion of
the dose may be metabolically inactivated in either the intestinal
epithelium or the liver before the drug reaches the systemic circu-
lation. This so-called first-pass metabolism significantly limits
the oral availability of highly metabolized drugs. Within a given
cell, most drug-metabolizing activity is found in the smooth
endoplasmic reticulum and the cytosol, although drug biotransfor-
mations also can occur in the mitochondria, nuclear envelope, and
plasma membrane. The enzyme systems involved in phase I reac-
tions are located primarily in the endoplasmic reticulum, whereas
the phase II conjugation enzyme systems are mainly cytosolic.
Often, drugs biotransformed through a phase I reaction in the
endoplasmic reticulum are conjugated at this same site or in the
cytosolic fraction of the same cell in a sequential fashion. These
biotransforming reactions are carried out by cytochrome P450
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isoforms (CYPs) and by a variety of transferases. These enzyme
families, the major reactions they catalyze, and their role in drug
metabolism and adverse drug responses are presented in detail in
Chapter 3.

CLINICAL PHARMACOKINETICS

The fundamental tenet of clinical pharmacokinetics is
that a relationship exists between the pharmacological
effects of a drug and an accessible concentration of the
drug (e.g., in blood or plasma). This relationship has
been documented for many drugs and is of benefit in
the therapeutic management of patients. For some
drugs, no clear or simple relationship has been found
between pharmacological effect and concentration in
plasma, whereas for other drugs, routine measurement
of drug concentration is impractical as part of therapeu-
tic monitoring. In most cases, as depicted in Figure 1-1,
the concentration of drug at its sites of action will be
related to the concentration of drug in the systemic cir-
culation. The pharmacological effect that results may be
the clinical effect desired, a toxic effect, or in some
cases an effect unrelated to the known therapeutic effi-
cacy or toxicity. Clinical pharmacokinetics attempts to
provide both a quantitative relationship between dose
and effect and a framework within which to interpret
measurements of concentrations of drugs in biological
fluids for the benefit of the patient. The importance of
pharmacokinetics in patient care is based on the
improvement in therapeutic efficacy and the avoidance
of unwanted effects that can be attained by application
of its principles when dosage regimens are chosen and
modified.

The physiological and pathophysiological variables
that dictate adjustment of dosage in individual patients
often do so as a result of modification of pharmacokinet-
ic parameters. The four most important parameters gov-
erning drug disposition are clearance, a measure of the
body’s efficiency in eliminating drug; volume of distri-
bution, a measure of the apparent space in the body
available to contain the drug; elimination half-life, a
measure of the rate of removal of drug from the body;
and bioavailability, the fraction of drug absorbed as such
into the systemic circulation.

Clearance

Clearance is the most important concept to consider
when designing a rational regimen for long-term drug
administration. The clinician usually wants to maintain
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steady-state concentrations of a drug within a therapeu-
tic window associated with therapeutic efficacy and a
minimum of toxicity for a given agent. Assuming com-
plete bioavailability, the steady-state concentration of
drug in the body will be achieved when the rate of drug
elimination equals the rate of drug administration.
Thus:

Dosing rate = CL-C (1-2)

SSs

where CL is clearance of drug from the systemic circula-
tion and Cg is the steady-state concentration of drug. If
the desired steady-state concentration of drug in plasma or
blood is known, the rate of clearance of drug by the
patient will dictate the rate at which the drug should be
administered.

The concept of clearance is extremely useful in clinical pharma-
cokinetics because its value for a particular drug usually is constant
over the range of concentrations encountered clinically. This is true
because systems for elimination of drugs such as metabolizing
enzymes and transporters (see Chapters 2 and 3) usually are not sat-
urated, and thus the absolute rate of elimination of the drug is essen-
tially a linear function of its concentration in plasma. That is, the
elimination of most drugs follows first-order kinetics, where a con-
stant fraction of drug in the body is eliminated per unit of time. If
mechanisms for elimination of a given drug become saturated, the
kinetics approach zero order, in which a constant amount of drug is
eliminated per unit of time. Under such a circumstance, clearance
(CL) will vary with the concentration of drug, often according to the
equation

CL = v,/(K, +C) (1-3)

where K represents the concentration at which half the maximal
rate of elimination is reached (in units of mass/volume) and v, is
equal to the maximal rate of elimination (in units of mass/time).
Thus, clearance is derived in units of volume/time. This equation
is analogous to the Michaelis—Menten equation for enzyme kinet-
ics. Design of dosage regimens for drugs with zero-order elimina-
tion kinetics is more complex than when elimination is first-order
and clearance is independent of the drug’s concentration (see
below).

Principles of drug clearance are similar to those of renal phys-
iology, where, for example, creatinine clearance is defined as the
rate of elimination of creatinine in the urine relative to its concen-
tration in plasma. At the simplest level, clearance of a drug is its
rate of elimination by all routes normalized to the concentration
of drug C in some biological fluid where measurement can be
made:

(1-4)

CL = rate of elimination/C

Thus, when clearance is constant, the rate of drug elimination is
directly proportional to drug concentration. It is important to recog-
nize that clearance does not indicate how much drug is being
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removed but rather the volume of biological fluid such as blood or
plasma from which drug would have to be completely removed to
account for the clearance (e.g., milliliters per minute per kilogram).
Clearance can be defined further as blood clearance (CL,), plasma
clearance (CLp), or clearance based on the concentration of unbound
drug (CL,), depending on the measurement made (C,, Cp, or C).

Clearance of drug by several organs is additive. Elimination
of drug may occur as a result of processes that occur in the GI
tract, kidney, liver, and other organs. Division of the rate of
elimination by each organ by a concentration of drug (e.g., plas-
ma concentration) will yield the respective clearance by that
organ. Added together, these separate clearances will equal sys-
temic clearance:

- CL (1-5)

CLrenal + CLhepatic + CLm‘her

Other routes of elimination could include loss of drug in saliva
or sweat, secretion into the GI tract, volatile elimination from the
lung, and metabolism at other sites such as skin.

Systemic clearance may be determined at steady state by using
Equation (1-2). For a single dose of a drug with complete bioavail-
ability and first-order kinetics of elimination, systemic clearance
may be determined from mass balance and the integration of Equa-
tion (1-4) over time:

CL = Dose/AUC (1-6)
where AUC is the total area under the curve that describes the mea-
sured concentration of drug in the systemic circulation as a function
of time (from zero to infinity) as in Figure 1-5.

Examples. In Appendix II, the plasma clearance for the antibiot-
ic cephalexin is reported as 4.3 ml/min per kilogram, with 90% of
the drug excreted unchanged in the urine. For a 70-kg man, the
clearance from plasma would be 301 ml/min, with renal clearance
accounting for 90% of this elimination. In other words, the kidney is
able to excrete cephalexin at a rate such that the drug is completely
removed (cleared) from approximately 270 ml of plasma per minute
(renal clearance = 90% of total clearance). Because clearance usual-
ly is assumed to remain constant in a medically stable patient, the
rate of elimination of cephalexin will depend on the concentration
of drug in the plasma (Equation 1-4).

The B adrenergic receptor antagonist propranolol is cleared
from the blood at a rate of 16 ml/min per kilogram (or 1120 ml/
min in a 70-kg man), almost exclusively by the liver. Thus the
liver is able to remove the amount of propranolol contained in
1120 ml of blood in 1 minute. Even though the liver is the domi-
nant organ for elimination, the plasma clearance of some drugs
exceeds the rate of blood flow to this organ. Often this is so
because the drug partitions readily into red blood cells (RBCs),
and the rate of drug delivered to the eliminating organ is consid-
erably higher than suspected from measurement of its concentra-
tion in plasma. The relationship between plasma (p) and blood (b)
clearance at steady state is given by

Crbc _ 1}
C

p

CL C
_.....Ez_._lZ: 1+H{
cL, C,

1-7)

Clearance from the blood therefore may be estimated by divid-
ing the plasma clearance by the drug’s blood-to-plasma concentra-
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tion ratio, obtained from knowledge of the hematocrit (H = 0.45)
and the red cell-to—plasma concentration ratio. In most instances,
the blood clearance will be less than liver blood flow (1.5 L/min)
or, if renal excretion also is involved, the sum of the blood flows
to each eliminating organ. For example, the plasma clearance of
the immunomodulator tacrolimus, about 2 L/min, is more than
twice the hepatic plasma flow rate and even exceeds the organ’s
blood flow despite the fact that the liver is the predominant site of
this drug’s extensive metabolism. However, after taking into
account the extensive distribution of tacrolimus into red cells, its
clearance from the blood is only about 63 ml/min, and it is actual-
ly a low- rather than high-clearance drug, as might be interpreted
from the plasma clearance value alone. Sometimes, however,
clearance from the blood by metabolism exceeds liver blood flow,
and this indicates extrahepatic metabolism. In the case of the f,
receptor antagonist esmolol, the blood clearance value (11.9 L/
min) is greater than cardiac output (approximately 5.3 L/min)
because the drug is metabolized efficiently by esterases present in
red blood cells.

A further definition of clearance is useful for understanding the
effects of pathological and physiological variables on drug elimina-
tion, particularly with respect to an individual organ. The rate of
presentation of drug to the organ is the product of blood flow (Q)
and the arterial drug concentration (C,), and the rate of exit of drug
from the organ is the product of blood flow and the venous drug
concentration (Cy). The difference between these rates at steady
state is the rate of drug elimination by that organ:

Rate of elimination = Q- C, - Q- Cy (1-8)

= Q(CA - Cv)

Division of Equation (1-8) by the concentration of drug entering
the organ of elimination C, yields an expression for clearance of the
drug by the organ in question:

CA_CV

CLorgan = Q{C—} =0 E (1-9)
A

The expression (C, — Cy)/C, in Equation (1-9) can be referred
to as the extraction ratio (E) of the drug. While not employed in
general medical practice, calculations of a drug’s extraction ratio are
useful for modeling the effects of disease of a given metabolizing
organ on clearance and in the design of ideal therapeutic properties
of drugs in development.

Hepatic Clearance. The concepts developed in Equation (1-9) have
important implications for drugs that are eliminated by the liver.
Consider a drug that is removed efficiently from the blood by hepat-
ic processes—metabolism and/or excretion of drug into the bile. In
this instance, the concentration of drug in the blood leaving the liver
will be low, the extraction ratio will approach unity, and the clear-
ance of the drug from blood will become limited by hepatic blood
flow. Drugs that are cleared efficiently by the liver (e.g., drugs in
Appendix II with systemic clearances greater than 6 ml/min per
kilogram, such as diltiazem, imipramine, lidocaine, morphine, and
propranolol) are restricted in their rate of elimination not by intrahe-
patic processes, but by the rate at which they can be transported in
the blood to the liver.

Additional complexities also may be considered. For example,
the equations presented earlier do not account for drug binding to
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components of blood and tissues, nor do they permit an estimation
of the intrinsic capacity of the liver to eliminate a drug in the
absence of limitations imposed by blood flow, termed intrinsic
clearance. In biochemical terms and under first-order conditions,
intrinsic clearance is a measure of the ratio of the Michaelis—Ment-
en kinetic parameters for the eliminating process (i.e., v, /K,) and
thus reflects the maximum metabolic or transport capability of the
clearing organ. Extensions of the relationships of Equation (1-9) to
include expressions for protein binding and intrinsic clearance have
been proposed for a number of models of hepatic elimination
(Kwon and Morris, 1997). All these models indicate that when the
capacity of the eliminating organ to metabolize the drug is large in
comparison with the rate of presentation of drug to the organ, clear-
ance will approximate the organ’s blood flow. In contrast, when the
drug-metabolizing capacity is small in comparison with the rate of
drug presentation, clearance will be proportional to the unbound
fraction of drug in blood and the drug’s intrinsic clearance. Appre-
ciation of these concepts allows understanding of a number of pos-
sibly puzzling experimental results. For example, enzyme induction
or hepatic disease may change the rate of drug metabolism in an
isolated hepatic microsomal enzyme system but not change clear-
ance in the whole animal. For a drug with a high extraction ratio,
clearance is limited by blood flow, and changes in intrinsic clear-
ance owing to enzyme induction or hepatic disease should have lit-
tle effect. Similarly, for drugs with high extraction ratios, changes
in protein binding owing to disease or competitive binding interac-
tions by other drugs should have little effect on clearance. By con-
trast, changes in intrinsic clearance and protein binding will affect
the clearance of drugs with low intrinsic clearances such as war-
farin, and thus extraction ratios, but changes in blood flow will
have little effect.

Renal Clearance. Renal clearance of a drug results in its appear-
ance in the urine. In considering the impact of renal disease on
the clearance of a drug, complications that relate to filtration,
active secretion by the kidney tubule, and reabsorption from it
must be considered along with blood flow. The rate of filtration
of a drug depends on the volume of fluid that is filtered in the
glomerulus and the unbound concentration of drug in plasma
because drug bound to protein is not filtered. The rate of secretion
of drug by the kidney will depend on the drug’s intrinsic clear-
ance by the transporters involved in active secretion as affected
by the drug’s binding to plasma proteins, the degree of saturation
of these transporters, and the rate of delivery of the drug to the
secretory site. In addition, processes involved in drug reabsorp-
tion from the tubular fluid must be considered. The influences of
changes in protein binding and blood flow and in the number of
functional nephrons are analogous to the examples given earlier
for hepatic elimination.

DISTRIBUTION

Volume of Distribution. Volume is a second fundamen-
tal parameter that is useful in considering processes of
drug disposition. The volume of distribution (V) relates
the amount of drug in the body to the concentration of
drug (C) in the blood or plasma depending on the fluid
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measured. This volume does not necessarily refer to an
identifiable physiological volume but rather to the fluid
volume that would be required to contain all the drug in
the body at the same concentration measured in the blood
or plasma:

Amount of drug in body/V = C or (1-10)
V' = amount of drug in body/C

A drug’s volume of distribution therefore reflects the
extent to which it is present in extravascular tissues and
not in the plasma. The plasma volume of a typical 70-kg
man is 3 L, blood volume is about 5.5 L, extracellular
fluid volume outside the plasma is 12 L, and the volume
of total-body water is approximately 42 L.

Many drugs exhibit volumes of distribution far in excess of these
values. For example, if 500 ug of the cardiac glycoside digoxin were
in the body of a 70-kg subject, a plasma concentration of approxi-
mately 0.75 ng/ml would be observed. Dividing the amount of drug
in the body by the plasma concentration yields a volume of distribu-
tion for digoxin of about 667 L, or a value approximately 10 times
greater than the total-body volume of a 70-kg man. In fact, digoxin
distributes preferentially to muscle and adipose tissue and to its spe-
cific receptors (Na*,K*-ATPase), leaving a very small amount of
drug in the plasma to be measured. For drugs that are bound exten-
sively to plasma proteins but that are not bound to tissue compo-
nents, the volume of distribution will approach that of the plasma
volume because drug bound to plasma protein is measurable in the
assay of most drugs. In contrast, certain drugs have high volumes of
distribution even though most of the drug in the circulation is bound
to albumin because these drugs are also sequestered elsewhere.

The volume of distribution may vary widely depending on the
relative degrees of binding to high-affinity receptor sites, plasma
and tissue proteins, the partition coefficient of the drug in fat, and
accumulation in poorly perfused tissues. As might be expected, the
volume of distribution for a given drug can differ according to
patient’s age, gender, body composition, and presence of disease.
Total-body water of infants younger than 1 year of age, for example,
is 75% to 80% of body weight, whereas that of adult males is 60%
and that of females is 55%.

Several volume terms are used commonly to describe drug dis-
tribution, and they have been derived in a number of ways. The vol-
ume of distribution defined in Equation (1-10) considers the body
as a single homogeneous compartment. In this one-compartment
model, all drug administration occurs directly into the central com-
partment, and distribution of drug is instantaneous throughout the
volume (V). Clearance of drug from this compartment occurs in a
first-order fashion, as defined in Equation (1-4); i.e., the amount of
drug eliminated per unit of time depends on the amount (concentra-
tion) of drug in the body compartment. Figure 1-3A and Equation
(1-11) describe the decline of plasma concentration with time for a
drug introduced into this central compartment:

C = (dose/V) - exp(—kt) (I-11)

where k is the rate constant for elimination that reflects the frac-
tion of drug removed from the compartment per unit of time. This
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Figure 1-3. Plasma concentration—time curves following intravenous administration of a drug (500 mg) to a 70-kg patient. A. Drug
concentrations are measured in plasma at 2-hour intervals following drug administration. The semilogarithmic plot of plasma con-
centration (C,) versus time appears to indicate that the drug is eliminated from a single compartment by a first-order process (Equa-
tion 1-11) with a half-life of 4 hours (k = 0.693/t1 = 0.173 h™!). The volume of distribution (V) may be determined from the value of
C, obtained by extrapolation to = 0 (Cp = 16 ,uzg/ml). Volume of distribution (Equation 1-10) for the one-compartment model is
31.3 L, or 0.45 L/kg (V = dose/Cy). The clearance for this drug is 90 ml/min; for a one-compartment model, CL = kV. B. Sampling
before 2 hours indicates that, in fact, the drug follows multiexponential kinetics. The terminal disposition half-life is 4 hours, clear-
ance is 84 ml/min (Equation 1-6), V., is 29 L (Equation 1-11), and V, is 26.8 L. The initial or “central” distribution volume for the
drug (V, = dose/Cy) is 16.1 L. The example chosen indicates that multicompartment kinetics may be overlooked when sampling at
early times is neglected. In this particular case, there is only a 10% error in the estimate of clearance when the multicompartment
characteristics are ignored. For many drugs, multicompartment kinetics may be observed for significant periods of time, and failure
to consider the distribution phase can lead to significant errors in estimates of clearance and in predictions of the appropriate dosage.
Also, the difference between the “central” distribution volume and other terms reflecting wider distribution is important in deciding a

loading dose strategy.

rate constant is inversely related to the half-life of the drug (k =
0.693/t1).

The idealized one-compartment model discussed earlier does not
describe the entire time course of the plasma concentration. That is,
certain tissue reservoirs can be distinguished from the central com-
partment, and the drug concentration appears to decay in a manner
that can be described by multiple exponential terms (Figure 1-3B).
Nevertheless, the one-compartment model is sufficient to apply to
most clinical situations for most drugs. Indeed, appreciation of the
drug half-life in the central compartment has a direct and significant
impact on the appropriate dosing interval for the drug.

Rate of Drug Distribution. The multiple exponential decay
observed for a drug that is eliminated from the body with first-order
kinetics results from differences in the rates at which the drug equil-
ibrates to and within tissues. The rate of equilibration will depend
on the ratio of the perfusion of the tissue to the partition of drug into
the tissue. In many cases, groups of tissues with similar perfusion—
partition ratios all equilibrate at essentially the same rate such that
only one apparent phase of distribution is seen (rapid initial fall of
concentration of intravenously injected drug, as in Figure 1-3B). It
is as though the drug starts in a “central” volume (Figure 1-1),
which consists of plasma and tissue reservoirs that are in rapid equi-
librium with it, and distributes to a “final” volume, at which point

concentrations in plasma decrease in a log-linear fashion with a rate
constant of k (Figure 1-3B). The multicompartment model of drug
disposition can be viewed as though the blood and highly perfused
lean organs such as heart, brain, liver, lung, and kidneys cluster as a
single central compartment, whereas more slowly perfused tissues
such as muscle, skin, fat, and bone behave as the final compartment
(i.e., the tissue compartment).

If the pattern or ratio of blood flow to various tissues changes
within an individual or differs among individuals, rates of drug dis-
tribution to tissues also will change. However, changes in blood
flow also may cause some tissues that were originally in the “cen-
tral” volume to equilibrate sufficiently more slowly so as to appear
only in the “final” volume. This means that central volumes will
appear to vary with disease states that cause altered regional blood
flow (such as would be seen in cirrhosis of the liver). After an
intravenous bolus dose, drug concentrations in plasma may be
higher in individuals with poor perfusion (e.g., shock) than they
would be if perfusion were better. These higher systemic concen-
trations, in turn, may cause higher concentrations (and greater
effects) in tissues such as brain and heart, whose usually high per-
fusion has not been reduced by the altered hemodynamic state.
Thus, the effect of a drug at various sites of action can vary
depending on perfusion of these sites.



16

Multicompartment Volume Terms. Two different terms have
been used to describe the volume of distribution for drugs that fol-
low multiple exponential decay. The first, designated V., is calcu-
lated as the ratio of clearance to the rate of decline in concentration
during the elimination (final) phase of the logarithmic concentration
versus time curve:

Voo = S5 = 200 (1-12)
k k-AUC

The estimation of this parameter is straightforward, and the
volume term may be determined after administration of a single
dose of drug by intravenous or oral route (where the value for the
dose must be corrected for bioavailability). However, another
multicompartment volume of distribution term may be more use-
ful, especially when the effect of disease states on pharmacokine-
tics is to be determined. The volume of distribution at steady state
(V) represents the volume in which a drug would appear to be
distributed during steady state if the drug existed throughout that
volume at the same concentration as that in the measured fluid
(plasma or blood). V also may be appreciated as shown in Equa-
tion (1-13), where V. is the volume of distribution of drug in the
central compartment and V. is the volume term for drug in the tis-
sue compartment:
Vi =VetVy (1-13)

Although V. is a convenient and easily calculated parameter,
it varies when the rate constant for drug elimination changes, even
when there has been no change in the distribution space. This is so
because the terminal rate of decline of the concentration of drug in
blood or plasma depends not only on clearance but also on the
rates of distribution of drug between the “central” and “final” vol-
umes. V does not suffer from this disadvantage. When using
pharmacokinetics to make drug dosing decisions, the differences
between V., and V, usually are not clinically significant. None-
theless, both are quoted in the table of pharmacokinetic data in
Appendix II, depending on the availability of data in the published
literature.

Half-Life

The half-life (z:) is the time it takes for the plasma concen-
tration or the amount of drug in the body to be reduced by
50%. For the simplest case, the one-compartment model
(Figure 1-3A), half-life may be determined readily by
inspection and used to make decisions about drug dosage.
However, as indicated in Figure 1-3B, drug concentrations
in plasma often follow a multiexponential pattern of
decline; two or more half-life terms thus may be calculated.

In the past, the half-life that was usually reported corresponded
to the terminal log-linear phase of elimination. However, as greater
analytical sensitivity has been achieved, the lower concentrations
measured appeared to yield longer and longer terminal half-lives.
For example, a terminal half-life of 53 hours is observed for gen-
tamicin (versus the more clinically relevant 2- to 3-hour value in
Appendix II), and biliary cycling probably is responsible for the
120-hour terminal value for indomethacin (as compared with the
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2.4-hour half-life listed in Appendix II). The appreciation of longer
terminal half-lives for some medications may relate to their accumu-
lation in tissues during chronic dosing or shorter periods of high-
dose treatment. Such is the case for gentamicin, where the terminal
half-life is associated with renal and ototoxicities. The relevance of
a particular half-life may be defined in terms of the fraction of the
clearance and volume of distribution that is related to each half-life
and whether plasma concentrations or amounts of drug in the body
are best related to measures of response. The single half-life values
given for each drug in Appendix II are chosen to represent the most
clinically relevant half-life.

In studies of pharmacokinetic properties of drugs in disease, the
half-life is a derived parameter that changes as a function of both
clearance and volume of distribution. A useful approximate relation-
ship between the clinically relevant half-life, clearance, and volume
of distribution at steady state is given by

t,,,=0.693-V /CL (1-14)

Clearance is the measure of the body’s ability to
eliminate a drug; thus, as clearance decreases, owing to
a disease process, for example, half-life would be
expected to increase. However, this reciprocal relation-
ship is valid only when the disease does not change the
volume of distribution. For example, the half-life of
diazepam increases with increasing age; however, it is
not clearance that changes as a function of age but rath-
er the volume of distribution. Similarly, changes in pro-
tein binding of a drug may affect its clearance as well as
its volume of distribution, leading to unpredictable
changes in half-life as a function of disease. The half-
life of tolbutamide, for example, decreases in patients
with acute viral hepatitis in a fashion opposite from
what one might expect. The disease alters the drug’s
protein binding in both plasma and tissues, causing no
change in volume of distribution but an increase in
clearance because higher concentrations of unbound
drug are present in the bloodstream.

Although it can be a poor index of drug elimination
from the body per se (disappearance of drug may be the
result of formation of undetected metabolites that have
therapeutic or unwanted effects), half-life does provide a
good indication of the time required to reach steady state
after a dosage regimen is initiated or changed (i.e., four
half-lives to reach approximately 94% of a new steady
state), the time for a drug to be removed from the body,
and a means to estimate the appropriate dosing interval
(see below).

Steady State. Equation (1-2) (dosing rate = CL - C,)
indicates that a steady-state concentration eventually will
be achieved when a drug is administered at a constant
rate. At this point, drug elimination [the product of clear-
ance and concentration; Equation (1-4)] will equal the
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- Time to steady state independent of dosage
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Figure 1-4. Fundamental pharmacokinetic relationships
for repeated administration of drugs. The blue line is the pat-
tern of drug accumulation during repeated administration of a
drug at intervals equal to its elimination half-time when drug
absorption is 10 times as rapid as elimination. As the rate of
absorption increases, the concentration maxima approach 2 and
the minima approach 1 during the steady state. The black line
depicts the pattern during administration of equivalent dosage by
continuous intravenous infusion. Curves are based on the one-
compartment model. Average concentration (C,) when the
steady state is attained during intermittent drug administration is
C,, = F - dose
CL-T

where F is fractional bioavailability of the dose and 7 is dosage
interval (time). By substitution of infusion rate for F - dose/7,
the formula is equivalent to Equation (1-2) and provides the
concentration maintained at steady state during continuous intra-
venous infusion.

rate of drug availability. This concept also extends to reg-
ular intermittent dosage (e.g., 250 mg of drug every 8
hours). During each interdose interval, the concentration
of drug rises with absorption and falls by elimination. At
steady state, the entire cycle is repeated identically in each
interval (see Figure 1-4). Equation (1-2) still applies for
intermittent dosing, but it now describes the average
steady-state drug concentration (C,,) during an interdose
interval.

Extent and Rate of Bioavailability

Bioavailability. It is important to distinguish between
the rate and extent of drug absorption and the amount of
drug that ultimately reaches the systemic circulation. The
amount of the drug that reaches the systemic circulation
depends not only on the administered dose but also on the
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fraction of the dose (F) that is absorbed and escapes any
first-pass elimination. This fraction is the drug’s bioavail-
ability. Reasons for incomplete absorption were discussed
earlier. Also, as noted previously, if the drug is metabo-
lized in the intestinal epithelium or the liver or excreted in
bile, some of the active drug absorbed from the GI tract
will be eliminated before it can reach the general circula-
tion and be distributed to its sites of action.

Knowing the extraction ratio (E};) for a drug across the liver
(see Equation 1-9), it is possible to predict the maximum oral
availability (F,,,,), assuming that hepatic elimination follows first-
order processes:

Fmax =1 7EH =1- (CLhepatic/Qhepatic) (1-15)

Thus, if the hepatic blood clearance for the drug is large relative
to hepatic blood flow, the extent of availability will be low when the
drug is given orally (e.g., lidocaine or propranolol). This reduction
in availability is a function of the physiological site from which
absorption takes place, and no modification of dosage form will
improve the availability under conditions of linear kinetics. Incom-
plete absorption and/or intestinal metabolism following oral dosing
will, in practice, reduce this predicted maximal value of F.

When drugs are administered by a route that is subject to first-
pass loss, the equations presented previously that contain the terms
dose or dosing rate (Equations 1-2, 1-6, 1-11, and 1-12) also must
include the bioavailability term F such that the available dose or
dosing rate is used. For example, Equation (1-2) is modified to
F - dosing rate = CL - C, (1-16)
where the value of F is between O and 1. The value of F varies
widely for drugs administered by mouth. Etidronate, a bisphospho-
nate used to stabilize bone matrix in the treatment of Paget’s disease
and osteoporosis, has an F of 0.03, meaning that only 3% of the
drug appears in the bloodstream following oral dosing. In the case
of etidronate, therapy using oral administration is still useful, and
the dose of the drug administered per kilogram is larger than would
be given by injection.

Rate of Absorption. Although the rate of drug absorp-
tion does not, in general, influence the average steady-
state concentration of the drug in plasma, it may still
influence drug therapy. If a drug is absorbed rapidly
(e.g., a dose given as an intravenous bolus) and has a
small “central” volume, the concentration of drug initial-
ly will be high. It will then fall as the drug is distributed
to its “final” (larger) volume (Figure 1-3B). If the same
drug is absorbed more slowly (e.g., by slow infusion), it
will be distributed while it is being administered, and
peak concentrations will be lower and will occur later.
Controlled-release preparations are designed to provide a
slow and sustained rate of absorption in order to produce
smaller fluctuations in the plasma concentration—time
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profile during the dosage interval compared with more
immediate-release formulations. A given drug may act to
produce both desirable and undesirable effects at several
sites in the body, and the rates of distribution of drug to
these sites may not be the same. The relative intensities
of these different effects of a drug thus may vary tran-
siently when its rate of administration is changed. Since
the beneficial, nontoxic effects of drugs are based on
knowledge of an ideal or desired plasma concentration
range, maintaining that range while avoiding large swings
between peak and trough concentrations can improve
therapeutic outcome.

Nonlinear Pharmacokinetics

Nonlinearity in pharmacokinetics (i.e., changes in such parameters
as clearance, volume of distribution, and half-life as a function of
dose or concentration of drug) usually is due to saturation of either
protein binding, hepatic metabolism, or active renal transport of the
drug.

Saturable Protein Binding. As the molar concentration of drug
increases, the unbound fraction eventually also must increase (as all
binding sites become saturated). This usually occurs only when drug
concentrations in plasma are in the range of tens to hundreds of
micrograms per milliliter. For a drug that is metabolized by the liver
with a low intrinsic clearance—extraction ratio, saturation of plasma-
protein binding will cause both V and CL to increase as drug con-
centrations increase; half-life thus may remain constant (Equation
1-14). For such a drug, C will not increase linearly as the rate of
drug administration is increased. For drugs that are cleared with
high intrinsic clearance—extraction ratios, C can remain linearly
proportional to the rate of drug administration. In this case, hepatic
clearance will not change, and the increase in V will increase the
half-time of disappearance by reducing the fraction of the total drug
in the body that is delivered to the liver per unit of time. Most drugs
fall between these two extremes, and the effects of nonlinear protein
binding may be difficult to predict.

Saturable Elimination. In this situation, the Michaelis—Menten
equation (Equation 1-3) usually describes the nonlinearity. All
active processes are undoubtedly saturable, but they will appear to
be linear if values of drug concentrations encountered in practice are
much less than K. When drug concentrations exceed K, nonlinear
kinetics are observed. The major consequences of saturation of
metabolism or transport are the opposite of those for saturation of
protein binding. Saturation of protein binding will lead to increased
CL because CL increases as drug concentration increases, whereas
saturation of metabolism or transport may decrease CL. When both
conditions are present simultaneously, they may virtually cancel
each others’ effects, and surprisingly linear kinetics may result; this
occurs over a certain range of concentrations for salicylic acid, for
example.

Saturable metabolism causes oral first-pass metabolism to be
less than expected (higher F), and there is a greater fractional
increase in C than the corresponding fractional increase in the rate
of drug administration. The latter can be seen most easily by substi-
tuting Equation (1-3) into Equation (1-2) and solving for the
steady-state concentration:
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(1-17)

¥ v, —dosing rate

As the dosing rate approaches the maximal elimination rate (v,,),
the denominator of Equation (1-17) approaches zero, and C increas-
es disproportionately. Because saturation of metabolism should have
no effect on the volume of distribution, clearance and the relative rate
of drug elimination decrease as the concentration increases; therefore,
the log C, time curve is concave-decreasing until metabolism becomes
sufficiently desaturated and first-order elimination is present. Thus, the
concept of a constant half-life is not applicable to nonlinear metabo-
lism occurring in the usual range of clinical concentrations. Conse-
quently, changing the dosing rate for a drug with nonlinear metabo-
lism is difficult and unpredictable because the resulting steady state is
reached more slowly, and importantly, the effect is disproportionate to
the alteration in the dosing rate.

The antiseizure medication phenytoin provides an example of a
drug for which metabolism becomes saturated in the therapeutic range
of concentrations (see Appendix II), and half-life can vary between 7
and 42 hours. K, (5 to 10 mg/L) is typically near the lower end of the
therapeutic range (10 to 20 mg/L). For some individuals, especially
young children and newborns being treated for emergent seizures, K
may be as low as 1 mg/L. If, for an adult, the target concentration is
15 mg/L and this is attained at a dosing rate of 300 mg/day, then from
Equation (1-17), v,, equals 320 mg/day. For such a patient, a dose
that is 10% less than optimal (i.e., 270 mg/day) will produce a C of 5
mg/L, well below the desired value. In contrast, a dose that is 10%
greater than optimal (330 mg/day) will exceed metabolic capacity (by
10 mg/day) and cause a long and slow but unending climb in concen-
tration during which toxicity will occur. Dosage cannot be controlled
so precisely (<10% error). Therefore, for patients in whom the target
concentration for phenytoin is more than tenfold greater than the K,
alternating between inefficacious therapy and toxicity is almost
unavoidable. For a drug such as phenytoin that has a narrow therapeu-
tic index and exhibits nonlinear metabolism, therapeutic drug moni-
toring (see below) is most important. When the patient is a neonate,
appreciation of this concept is of particular concern because signs and
symptoms of toxicity are particularly difficult to monitor. In such cas-
es, a pharmacokinetic consult may be appropriate.

Design and Optimization of Dosage Regimens

Following administration of a dose of drug, its effects usually show a
characteristic temporal pattern (Figure 1-5). Onset of the effect is pre-
ceded by a lag period, after which the magnitude of the effect increas-
es to a maximum and then declines; if a further dose is not adminis-
tered, the effect eventually disappears as the drug is eliminated. This
time course reflects changes in the drug’s concentration as determined
by the pharmacokinetics of its absorption, distribution, and elimina-
tion. Accordingly, the intensity of a drug’s effect is related to its con-
centration above a minimum effective concentration, whereas the
duration of this effect reflects the length of time the drug level is
above this value. These considerations, in general, apply to both
desired and undesired (adverse) drug effects, and as a result, a thera-
peutic window exists reflecting a concentration range that provides
efficacy without unacceptable toxicity. Similar considerations apply
after multiple dosing associated with long-term therapy, and they
determine the amount and frequency of drug administration to
achieve an optimal therapeutic effect. In general, the lower limit of
the therapeutic range appears to be approximately equal to the drug
concentration that produces about half the greatest possible therapeu-
tic effect, and the upper limit of the therapeutic range is such that no
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Figure 1-5. Temporal characteristics of drug effect and
relationship to the therapeutic window (e.g., single dose, oral
administration). A lag period is present before the plasma drug
concentration (Cp) exceeds the minimum effective concentration
(MEC) for the desired effect. Following onset of the response,
the intensity of the effect increases as the drug continues to be
absorbed and distributed. This reaches a peak, after which drug
elimination results in a decline in Cp and in the effect’s intensi-
ty. Effect disappears when the drug concentration falls below the
MEC. Accordingly, the duration of a drug’s action is determined
by the time period over which concentrations exceed the MEC.
An MEC exists for each adverse response, and if drug concen-
tration exceeds this, toxicity will result. The therapeutic goal is
to obtain and maintain concentrations within the therapeutic
window for the desired response with a minimum of toxicity.
Drug response below the MEC for the desired effect will be sub-
therapeutic; above the MEC for an adverse effect, the probability
of toxicity will increase. Increasing or decreasing drug dosage
shifts the response curve up or down the intensity scale and is
used to modulate the drug’s effect. Increasing the dose also pro-
longs a drug’s duration of action but at the risk of increasing the
likelihood of adverse effects. Unless the drug is nontoxic (e.g.,
penicillins), increasing the dose is not a useful strategy for
extending the duration of action. Instead, another dose of drug
should be given, timed to maintain concentrations within the
therapeutic window. The area under the blood concentration—
time curve (area under the curve, or AUC, shaded in gray) can
be used to calculate the clearance (see Equation 1-6) for first-
order elimination. The AUC is also used as a measure of bio-
availability (defined as 100% for an intravenously administered
drug). Bioavailability will be <100% for orally administered
drugs, due mainly to incomplete absorption and first-pass metab-
olism and elimination.

more than 5% to 10% of patients will experience a toxic effect. For
some drugs, this may mean that the upper limit of the range is no
more than twice the lower limit. Of course, these figures can be high-
ly variable, and some patients may benefit greatly from drug concen-
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trations that exceed the therapeutic range, whereas others may suffer
significant toxicity at much lower values (e.g., digoxin).

For a limited number of drugs, some effect of the drug is easily
measured (e.g., blood pressure, blood glucose), and this can be used
to optimize dosage using a trial-and-error approach. Even in an ideal
case, certain quantitative issues arise, such as how often to change
dosage and by how much. These usually can be settled with simple
rules of thumb based on the principles discussed (e.g., change dos-
age by no more than 50% and no more often than every three to four
half-lives). Alternatively, some drugs have very little dose-related
toxicity, and maximum efficacy usually is desired. For these drugs,
doses well in excess of the average required will both ensure effica-
cy (if this is possible) and prolong drug action. Such a “maximal
dose” strategy typically is used for penicillins.

For many drugs, however, the effects are difficult to measure
(or the drug is given for prophylaxis), toxicity and lack of efficacy
are both potential dangers, or the therapeutic index is narrow. In
these circumstances, doses must be titrated carefully, and drug dos-
age is limited by toxicity rather than efficacy. Thus, the therapeutic
goal is to maintain steady-state drug levels within the therapeutic
window. For most drugs, the actual concentrations associated with
this desired range are not and need not be known. It is sufficient to
understand that efficacy and toxicity generally depend on concen-
tration and how drug dosage and frequency of administration affect
the drug level. However, for a small number of drugs for which
there is a small (two- to threefold) difference between concentra-
tions resulting in efficacy and toxicity (e.g., digoxin, theophylline,
lidocaine, aminoglycosides, cyclosporine, warfarin, and anticonvul-
sants), a plasma concentration range associated with effective ther-
apy has been defined. In these cases, a target-level strategy is rea-
sonable, wherein a desired (target) steady-state concentration of the
drug (usually in plasma) associated with efficacy and minimal tox-
icity is chosen, and a dosage is computed that is expected to
achieve this value. Drug concentrations are subsequently measured,
and dosage is adjusted if necessary to approximate the target more
closely (see below).

Maintenance Dose. In most clinical situations, drugs are adminis-
tered in a series of repetitive doses or as a continuous infusion to
maintain a steady-state concentration of drug associated with the
therapeutic window. Calculation of the appropriate maintenance
dosage is a primary goal. To maintain the chosen steady-state or tar-
get concentration, the rate of drug administration is adjusted such
that the rate of input equals the rate of loss. This relationship was
defined previously in Equations (1-2) and (1-16) and is expressed
here in terms of the desired target concentration:

Dosing rate = target C,,- CL/F (1-18)

If the clinician chooses the desired concentration of drug in plas-
ma and knows the clearance and bioavailability for that drug in a
particular patient, the appropriate dose and dosing interval can be
calculated.

Example. Oral digoxin is to be used as a maintenance dose to
gradually “digitalize” a 69-kg patient with congestive heart failure.
A steady-state plasma concentration of 1.5 ng/ml is selected as an
appropriate target based on prior knowledge of the action of the
drug in patients with heart failure. Based on the fact that the
patient’s creatinine clearance (CL,) is 100 ml/min, digoxin’s clear-
ance may be estimated from data in Appendix II.
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CL = 0.88 CL +0.33ml-min - kg '
= 0.88x 100/69 +0.33 ml - min"" - kg '
= 1.6ml-min ' -kg
= 110 ml- min~' = 6.6 liters - hr '

Equation (1-18) then is used to calculate an appropriate dosing
rate knowing that the oral bioavailability of digoxin is 70% (F = 0.7).

Dosing rate = Target C » CL/F

1.5ng - ml” x1.6/0.7ml-min ' - kg
-1

343 ng- ml™" - min”" - kg
or 236 ng - ml™" - min~' - fora 69-kg patient

236 ng - ml™' x 60 min x 24 hr

340 ug = 0.34 mg/24 hr

In practice, the dosing rate would be rounded to the closest dos-
age size, either 0.375 mg/24 h, which would result in a steady-state
plasma concentration of 1.65 ng/ml (1.5 X 375/340), or 0.25 mg/24
h, which would provide a value of 1.10 ng/ml (1.5 X 250/340).

Dosing Interval for Intermittent Dosage. In general, marked fluc-
tuations in drug concentrations between doses are not desirable. If
absorption and distribution were instantaneous, fluctuations in drug
concentrations between doses would be governed entirely by the
drug’s elimination half-life. If the dosing interval 7" were chosen to
be equal to the half-life, then the total fluctuation would be twofold;
this is often a tolerable variation.

Pharmacodynamic considerations modify this. If a drug is rela-
tively nontoxic such that a concentration many times that necessary
for therapy can be tolerated easily, the maximal-dose strategy can be
used, and the dosing interval can be much longer than the elimina-
tion half-life (for convenience). The half-life of amoxicillin is about
2 hours, but dosing every 2 hours would be impractical. Instead,
amoxicillin often is given in large doses every 8 or 12 hours. For
some drugs with a narrow therapeutic range, it may be important to
estimate the maximal and minimal concentrations that will occur for
a particular dosing interval. The minimal steady-state concentration
C may be reasonably determined by the use of Equation (1-19):

ss,min

F-dose/V
Cys min = m exp(—kT) (1-19)
where k equals 0.693 divided by the clinically relevant plasma half-
life and 7 is the dosing interval. The term exp(—7) is, in fact, the
fraction of the last dose (corrected for bioavailability) that remains
in the body at the end of a dosing interval.

For drugs that follow multiexponential kinetics and are administered
orally, estimation of the maximal steady-state concentration Cg.
involves a complicated set of exponential constants for distribution and
absorption. If these terms are ignored for multiple oral dosing, one easily
may predict a maximal steady-state concentration by omitting the
exp(—kT) term in the numerator of Equation (1-19) [see Equation (1-20)
below]. Because of the approximation, the predicted maximal concentra-
tion from Equation (1-20) will be greater than that actually observed.

Example. In the patient with congestive heart failure discussed
earlier, an oral maintenance dose of 0.375 mg digoxin per 24 hours
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was calculated to achieve an average plasma concentration of 1.65 ng/
ml during the dosage interval. Digoxin has a narrow therapeutic
index, and plasma levels between 0.8 and 2.0 ng/ml usually are asso-
ciated with efficacy and minimal toxicity. What are the maximum and
minimum plasma concentrations associated with the preceding regi-
men? This first requires estimation of digoxin’s volume of distribu-
tion based on available pharmacokinetic data (Appendix II).

V,, = 3.12 CLey +3.84 liters - kg '

SsSs

3.12 x (100/69) + 3.84 liters - l(,({1

8.4 liters - kgfl, or 580 liters for a 69-kg patient

Combining this value with that of digoxin’s clearance provides
an estimate of digoxin’s elimination half-life in the patient (Equa-
tions 1-2 through 1-14).
ty,, =0693V /CL

_ 0693 x 580 liters
6.6 liters - hr

= 61 hr

Accordingly, the fractional rate constant of elimination is equal to
0.01136 h™! (0.693/61 h). Maximum and minimum digoxin plasma
concentrations then may be predicted depending on the dosage inter-
val. With T = 48 hours (i.e., 2 X 0.375 mg given every other day):

c _F dose/V (1-20)
ss,max l__ex—_a(__m
_ 0.7x0.375 x 2 mg/580 liters
0.42
= 2.15 ng/ml
Css, min = Css, max exp(—kT) (1—21)

= (2.15 ng/ml)(0.58) = 1.25 ng/ml

Thus, the plasma concentrations would fluctuate about twofold,
consistent with the similarity of the dosage interval to digoxin’s half-
life. Also, the peak concentration would be above the upper value of
the therapeutic range, exposing the patient to possible adverse effects,
and at the end of the dosing interval, the concentration would be
above but close to the lower limit. By using the same dosing rate but
decreasing the dosing interval, a much smoother plasma concentration
versus time profile would be obtained while still maintaining an aver-
age steady-state value of 1.65 ng/ml. For example, with T = 24 hours,
the predicted maximum and minimum plasma concentrations would
be 1.90 and 1.44 ng/ml, respectively, which are in the upper portion
of the therapeutic window. By contrast, administering a more conser-
vative dosing rate of 0.25 ng every 24 hours would produce peak and
trough values of 1.26 and 0.96 ng/ml, respectively, which would be
associated with a steady-state value of 1.10 ng/ml. Of course, the cli-
nician must balance the problem of compliance with regimens that
involve frequent dosage against the problem of periods when the
patient may be subjected to concentrations of the drug that could be
too high or too low.

Loading Dose. The loading dose is one or a series of doses that may
be given at the onset of therapy with the aim of achieving the target
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concentration rapidly. The appropriate magnitude for the loading
dose is

Loading dose = target C -V /F (1-22)

A loading dose may be desirable if the time required to attain
steady state by the administration of drug at a constant rate (four
elimination half-lives) is long relative to the temporal demands of
the condition being treated. For example, the half-life of lidocaine is
usually 1 to 2 hours. Arrhythmias encountered after myocardial
infarction obviously may be life-threatening, and one cannot wait 4
to 8 hours to achieve a therapeutic concentration of lidocaine by
infusion of the drug at the rate required to attain this concentration.
Hence, use of a loading dose of lidocaine in the coronary care unit is
standard.

The use of a loading dose also has significant disadvantages.
First, the particularly sensitive individual may be exposed abrupt-
ly to a toxic concentration of a drug. Moreover, if the drug
involved has a long half-life, it will take a long time for the con-
centration to fall if the level achieved is excessive. Loading doses
tend to be large, and they are often given parenterally and rapidly;
this can be particularly dangerous if toxic effects occur as a result
of actions of the drug at sites that are in rapid equilibrium with
plasma. This occurs because the loading dose calculated on the
basis of V, subsequent to drug distribution is at first constrained
within the initial and smaller “central” volume of distribution. It
is therefore usually advisable to divide the loading dose into a
number of smaller fractional doses that are administered over a
period of time. Alternatively, the loading dose should be adminis-
tered as a continuous intravenous infusion over a period of time.
Ideally, this should be given in an exponentially decreasing fash-
ion to mirror the concomitant accumulation of the maintenance
dose of the drug, and this is accomplished using computerized
infusion pumps.

Example. Administration of digitalis (“digitalization”) in the
patient described earlier is gradual if only a maintenance dose is
administered (for at least 10 days based on a half-life of 61 hours).
A more rapid response could be obtained (if deemed necessary by
the physician; see Chapter 33) by using a loading-dose strategy and
Equation (1-22):

Loading dose = 1.5ng- ml™" x 580 liters /0.7
1243 pug~ 1 mg

To avoid toxicity, this oral loading dose, which also could be
administered intravenously, would be given as an initial 0.5-mg
dose followed by a 0.25-mg dose 6 to 8 hours later, with careful
monitoring of the patient. It also would be prudent to give the final
0.25-mg fractional dose, if necessary, in two 0.125-mg divided
doses separated by 6 to 8 hours to avoid overdigitalization, particu-
larly if there were a plan to initiate an oral maintenance dose within
24 hours of beginning digoxin therapy.

Individualizing Dosage. A rational dosage regimen is based on
knowledge of F, CL, V,, and ¢ ! and some information about rates
of absorption and distribution of the drug together with potential
effects of the disease on these parameters. Recommended dosage
regimens generally are designed for an “average” patient; usual

values for the important determining parameters and appropriate
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adjustments that may be necessitated by disease or other factors
are presented in Appendix II. This “one size fits all” approach,
however, overlooks the considerable and unpredictable interpa-
tient variability that usually is present in these pharmacokinetic
parameters. For many drugs, one standard deviation in the values
observed for F, CL, and V is about 20%, 50%, and 30%, respec-
tively. This means that 95% of the time the Cg that is achieved
will be between 35% and 270% of the target; this is an unaccept-
ably wide range for a drug with a low therapeutic index. Individu-
alization of the dosage regimen to a particular patient therefore is
critical for optimal therapy. The pharmacokinetic principles
described earlier provide a basis for modifying the dosage regimen
to obtain a desired degree of efficacy with a minimum of unac-
ceptable adverse effects. In situations where the drug’s plasma
concentration can be measured and related to the therapeutic win-
dow, additional guidance for dosage modification is obtained from
blood levels taken during therapy and evaluated in a pharmacoki-
netic consult available in many institutional settings. Such mea-
surement and adjustment are appropriate for many drugs with low
therapeutic indices (e.g., cardiac glycosides, antiarrhythmic agents,
anticonvulsants, theophylline, and warfarin).

Therapeutic Drug Monitoring

The major use of measured concentrations of drugs (at
steady state) is to refine the estimate of CL/F for the patient
being treated [using Equation (1-16) as rearranged below:

CL/F(patient) = dosing rate/ C (measured) (1-23)

The new estimate of CL/F can be used in Equation (1-
18) to adjust the maintenance dose to achieve the desired
target concentration.

Certain practical details and pitfalls associated with therapeutic
drug monitoring should be kept in mind. The first of these relates
to the time of sampling for measurement of the drug concentra-
tion. If intermittent dosing is used, when during a dosing interval
should samples be taken? It is necessary to distinguish between
two possible uses of measured drug concentrations to understand
the possible answers. A concentration of drug measured in a sam-
ple taken at virtually any time during the dosing interval will pro-
vide information that may aid in the assessment of drug toxicity.
This is one type of therapeutic drug monitoring. It should be
stressed, however, that such use of a measured concentration of
drug is fraught with difficulties because of interindividual variabil-
ity in sensitivity to the drug. When there is a question of toxicity,
the drug concentration is just one of many items used to interpret
the clinical situation.

Changes in the effects of drugs may be delayed relative to
changes in plasma concentration because of a slow rate of distribu-
tion or pharmacodynamic factors. Concentrations of digoxin, for
example, regularly exceed 2 ng/ml (a potentially toxic value) shortly
after an oral dose, yet these peak concentrations do not cause toxici-
ty; indeed, they occur well before peak effects. Thus, concentrations
of drugs in samples obtained shortly after administration can be
uninformative or even misleading.

When concentrations of drugs are used for purposes of adjust-
ing dosage regimens, samples obtained shortly after administra-
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tion of a dose almost invariably are misleading. The purpose of
sampling during supposed steady state is to modify the estimate
of CL/F and thus the choice of dosage. Early postabsorptive con-
centrations do not reflect clearance; they are determined primar-
ily by the rate of absorption, the ‘“central” (rather than the
steady-state) volume of distribution, and the rate of distribution,
all of which are pharmacokinetic features of virtually no rele-
vance in choosing the long-term maintenance dosage. When the
goal of measurement is adjustment of dosage, the sample should
be taken well after the previous dose, as a rule of thumb, just
before the next planned dose, when the concentration is at its
minimum. The exceptions to this approach are drugs that are
eliminated nearly completely between doses and act only during
the initial portion of each dosing interval. If it is questionable
whether efficacious concentrations of such drugs are being
achieved, a sample taken shortly after a dose may be helpful. On
the other hand, if a concern is whether low clearance (as in renal
failure) may cause accumulation of drug, concentrations mea-
sured just before the next dose will reveal such accumulation and
are considerably more useful for this purpose than is knowledge
of the maximal concentration. For such drugs, determination of
both maximal and minimal concentrations is recommended.
These two values can offer a more complete picture of the
behavior of the drug in a specific patient (particularly if obtained
over more that one dosing period) can better support pharmaco-
kinetic modeling.

A second important aspect of the timing of sampling is its
relationship to the beginning of the maintenance-dosage regimen.
‘When constant dosage is given, steady state is reached only after
four half-lives have passed. If a sample is obtained too soon after
dosage is begun, it will not reflect this state and the drug’s clear-
ance accurately. Yet, for toxic drugs, if sampling is delayed until
steady state is ensured, the damage may have been done. Some
simple guidelines can be offered. When it is important to maintain
careful control of concentrations, the first sample should be taken
after two half-lives (as calculated and expected for the patient),
assuming that no loading dose has been given. If the concentra-
tion already exceeds 90% of the eventual expected mean steady-
state concentration, the dosage rate should be halved, another
sample obtained in another two (supposed) half-lives, and the
dosage halved again if this sample exceeds the target. If the first
concentration is not too high, the initial rate of dosage is contin-
ued; even if the concentration is lower than expected, it is usually
reasonable to await the attainment of steady state in another two
estimated half-lives and then to proceed to adjust dosage as
described earlier.

If dosage is intermittent, there is a third concern with the time at
which samples are obtained for determination of drug concentra-
tions. If the sample has been obtained just prior to the next dose, as
recommended, concentration will be a minimal value, not the mean.
However, as discussed earlier, the estimated mean concentration
may be calculated by using Equation (1-16).

If a drug follows first-order kinetics, the average, minimum,
and maximum concentrations at steady state are linearly related to
dose and dosing rate [see Equations (1-16), (1-19), and (1-20)].
Therefore, the ratio between the measured and desired concentra-
tions can be used to adjust the dose, consistent with available dos-
age sizes:

C,(measured) _ dose (previous)
C,(desired) dose (new)

(1-24)
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In the previously described patient given 0.375 mg digoxin
every 24 hours, for example, if the measured steady-state concentra-
tion were found to be 1.65 ng/ml rather than a desired level of 1.3
ng/ml, an appropriate, practical change in the dosage regimen would
be to reduce the daily dose to 0.25 mg digoxin.

D C, (measured) dose ( )
= —————————‘ - >< b O
ose (new) T (desired) ose (previous)
= 13 40375 = 0295~ 0.25 mg/24 hr
1.65
Compliance

Ultimately, therapeutic success depends on the patient actually tak-
ing the drug according to the prescribed dosage regimen—"Drugs
don’t work if you don’t take them.” Noncompliance with the pre-
scribed dosing schedule is a major reason for therapeutic failure,
especially in the long-term treatment of disease using antihyperten-
sive, antiretroviral, and anticonvulsant agents. When no special
efforts are made to address this issue, only about 50% of patients
follow the prescribed dosage regimen in a reasonably satisfactory
fashion, approximately one-third comply only partly, and about 1 in
6 patients is essentially noncompliant. Missed doses are more com-
mon than too many doses. The number of drugs does not appear to
be as important as the number of times a day doses must be remem-
bered (Farmer, 1999). Reducing the number of required dosing
occasions can improve adherence to a prescribed dosage regimen.
Equally important is the need to involve patients in the responsibili-
ty for their own health using a variety of strategies based on
improved communication regarding the nature of the disease and the
overall therapeutic plan (see Appendix I).

Il. PHARMACODYNAMICS

MECHANISMS OF DRUG ACTION AND
THE RELATIONSHIP BETWEEN DRUG
CONCENTRATION AND EFFECT

Pharmacodynamics deals with the study of the biochemi-
cal and physiological effects of drugs and their mecha-
nisms of action. A thorough analysis of drug action can
provide the basis for both the rational therapeutic use of a
drug and the design of new and superior therapeutic
agents. Basic research in pharmacodynamics also pro-
vides fundamental insights into biochemical and physio-
logical regulation.

Mechanisms of Drug Action

The effects of most drugs result from their interaction
with macromolecular components of the organism.
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These interactions alter the function of the pertinent
component and thereby initiate the biochemical and
physiological changes that are characteristic of the
response to the drug. The term receptor denotes the
component of the organism with which the chemical
agent is presumed to interact.

The concept of drugs acting on receptors generally is credited to
John Langley (1878). While studying the antagonistic effects of
atropine against pilocarpine-induced salivation, Langley observed,
“There is some substance or substances in the nerve ending or gland
cell with which both atropine and pilocarpine are capable of form-
ing compounds.” He later referred to this factor as a “receptive sub-
stance.” The word receptor was introduced in 1909 by Paul Ehrlich.
Ehrlich postulated that a drug could have a therapeutic effect only if
it has the “right sort of affinity.” Ehrlich defined a receptor in func-
tional terms: “. . . that combining group of the protoplasmic mole-
cule to which the introduced group is anchored will hereafter be
termed receptor.”

The notion that the receptor for a drug can be any functional
macromolecular component of the organism has several fundamen-
tal corollaries. One is that a drug potentially is capable of altering
both the extent and rate at which any bodily function proceeds.
Another is that drugs do not create effects but instead modulate
intrinsic physiological functions.

Drug Receptors

From a numerical standpoint, proteins form the most
important class of drug receptors. Examples include the
receptors for hormones, growth factors, transcription fac-
tors, and neurotransmitters; the enzymes of crucial meta-
bolic or regulatory pathways (e.g., dihydrofolate reductase,
acetylcholinesterase, and cyclic nucleotide phosphodi-
esterases); proteins involved in transport processes (e.g.,
Na*,K*-ATPase); secreted glycoproteins (e.g., Wnts); and
structural proteins (e.g., tubulin). Specific binding proper-
ties of other cellular constituents also can be exploited for
therapeutic purpose. Thus nucleic acids are important
drug receptors, particularly for cancer chemotherapeutic
agents.

A particularly important group of drug receptors con-
sists of proteins that normally serve as receptors for endo-
genous regulatory ligands (e.g., hormones and neurotrans-
mitters). Many drugs act on such physiological receptors
and often are particularly selective because physiological
receptors are specialized to recognize and respond to indi-
vidual signaling molecules with great selectivity. Drugs
that bind to physiological receptors and mimic the regula-
tory effects of the endogenous signaling compounds are
termed agonists. Other drugs bind to receptors without
regulatory effect, but their binding blocks the binding of
the endogenous agonist. Such compounds with no stimu-
latory action of their own that still may produce useful
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effects by inhibiting the action of an agonist (e.g., by
competition for agonist-binding sites) are termed antago-
nists. Agents that are only partly as effective as agonists
no matter the amount employed are termed partial ago-
nists, and those which stabilize the receptor in its inactive
conformation are termed inverse agonists (see “Quantita-
tion of Drug—Receptor Interactions and Elicited Effect,”
below).

The binding of drugs to receptors can involve all
known types of interactions—ionic, hydrogen bonding,
hydrophobic, van der Waals, and covalent. Most interac-
tions between drugs and their receptors involve bonds of
multiple types. If binding is covalent, the duration of drug
action is frequently, but not necessarily, prolonged. Non-
covalent interactions of high affinity also may be essen-
tially irreversible.

Structure—Activity Relationship and Drug Design.
The strength of the reversible interaction between a drug
and its receptor, as measured by their dissociation con-
stant, is defined as the affinity of one for the other. Both
the affinity of a drug for its receptor and its intrinsic activ-
ity are determined by its chemical structure. This relation-
ship frequently is quite stringent. Relatively minor modi-
fications in the drug molecule may result in major
changes in its pharmacological properties based on altered
affinity for one or more receptors.

The stringent nature of chemical structure to specificity of bind-
ing of a drug to its receptor is illustrated by the capacity of receptors
to interact selectively with optical isomers, as described for the anti-
muscarinic actions of L-hyoscyamine versus DL-hyoscyamine (atro-
pine) by the classic studies of Arthur Cushney.

Exploitation of structure—activity relationships on many occa-
sions has led to the synthesis of valuable therapeutic agents.
Because changes in molecular configuration need not alter all
actions and effects of a drug equally, it is sometimes possible to
develop a congener with a more favorable ratio of therapeutic to
adverse effects, enhanced selectivity among different cells or tis-
sues, or more acceptable secondary characteristics than those of the
parent drug. Therapeutically useful antagonists of hormones or neu-
rotransmitters have been developed by chemical modification of the
structure of the physiological agonist. Minor modifications of struc-
ture also can have profound effects on the pharmacokinetic proper-
ties of drugs. Addition of a phosphate ester, for example, at the N3
position in the antiseizure drug phenytoin (5,5-diphenyl-2,4-imida-
zolidinedione) produces a prodrug (fosphenytoin) that is more solu-
ble in intravenous solutions than its parent. The modification results
in far more reliable distribution in the body and a drug that must be
cleaved by esterase to become active.

Given adequate information about both the molecular structures
and the pharmacological activities of a relatively large group of con-
geners, it is possible to identify the chemical properties (i.e., the phar-
macophore) required for optimal action at the receptor: size, shape,
position and orientation of charged groups or hydrogen bond donors,
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and so on. Advances in molecular modeling of organic compounds
and the methods for drug target (receptor) discovery and biochemical
measurement of the primary actions of drugs at their receptors have
enriched the quantitation of structure—activity relationships and its use
in drug design (Carlson and McCammon, 2000). The importance of
specific drug-receptor interactions can be evaluated further by ana-
lyzing the responsiveness of receptors that have been selectively
mutated at individual amino acid residues. Such information increas-
ingly is allowing the optimization or design of chemicals that can bind
to a receptor with improved affinity, selectivity, or regulatory effect.
Similar structure-based approaches also are used to improve pharma-
cokinetic properties of drugs, particularly with respect to knowledge
of their metabolism. Knowledge of the structures of receptors and of
drug-receptor complexes, determined at atomic resolution by x-ray
crystallography, is even more helpful in the design of ligands and in
understanding the molecular basis of drug resistance and circumvent-
ing it (i.e., imatinib). Emerging technology in the fields of pharmaco-
genetics and pharmacoproteomics (Chapter 4) is improving our
understanding of the nature of and variation in receptors and is posi-
tioned to permit molecular diagnostics in individual patients to predict
those who will benefit from a particular drug (Jain, 2004).

Advances in combinatorial chemistry contribute to structure-
motivated drug design through powerful, if random, generation of
new drugs. In this approach, huge libraries of randomly synthe-
sized chemicals are generated either by combining chemical
groups in every possible combination by various chemical meth-
odologies or by genetically engineered microbes. A library that
can include proteins and even oligonucleotides then is screened for
pharmacologically active agents using mammalian cells or micro-
organisms that have been engineered to express the receptor of
therapeutic interest and the associated biochemical machinery nec-
essary for detection of the response to receptor activation.
Although libraries can contain on the order of a million com-
pounds, automated high-throughput screening methods permit
rapid assessment of putative new drugs. Active compounds initial-
ly discovered by such random screens then can be modified and
improved using knowledge of their target receptor and essential
principles of structure—function relationships.

Cellular Sites of Drug Action. Because drugs act by
altering the activities of their receptors, the sites at which
a drug acts and the extent of its action are determined by
the location and functional capacity of its receptors.
Selective localization of drug action within an organism
therefore does not necessarily depend on selective distri-
bution of the drug. If a drug acts on a receptor that serves
functions common to most cells, its effects will be wide-
spread. If the function is a vital one, the drug may be par-
ticularly difficult or dangerous to use. Nevertheless, such
a drug may be important clinically. Digitalis glycosides,
classically employed in the treatment of heart failure, are
potent inhibitors of an ion transport process that is vital to
most cells, Na*,K*-ATPase. As such, cardiac glycosides
can cause widespread toxicity, and their margin of safety
is dangerously low. Indeed, some drugs are intentional
poisons, such as the antifolate cancer drug methotrexate,
which, when used in high dose for the treatment of osteo-
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sarcoma, requires rescue with leucovorin (5-formyl tet-
rahydrofolic acid). If a drug interacts with receptors that
are unique to only a few types of differentiated cells, its
effects are more specific. Hypothetically, the ideal drug
would cause its therapeutic effect by such a discrete
action. Side effects would be minimized, but toxicity
might not be. If the differentiated function were a vital
one, this type of drug also could be very dangerous. Some
of the most lethal agents known (e.g., botulinum toxin)
show such specificity. Even if the primary action of a
drug is localized, the consequent physiological effects of
the drug may be widespread.

Receptors for Physiological
Regulatory Molecules

The term receptor has been used operationally to denote
any cellular macromolecule to which a drug binds to ini-
tiate its effects. Among the most important drug receptors
are cellular proteins, whose normal function is to act as
receptors for endogenous regulatory ligands—particularly
hormones, growth factors, and neurotransmitters. The
function of such physiological receptors consists of bind-
ing the appropriate endogenous ligand and, in response,
propagating its regulatory signal in the target cell.

Identification of the two functions of a receptor, ligand
binding and message propagation (i.e., signaling), correct-
ly suggests the existence of functional domains within the
receptor: a ligand-binding domain and an effector domain.
The structure and function of these domains often can be
deduced from high-resolution structures of receptor
proteins and by analysis of the behavior of intentional-
ly mutated receptors. Increasingly, the mechanism of
intramolecular coupling of ligand binding with functional
activation also can be learned. A case in point is know-
ledge of the crystal structure of the receptor/visual pig-
ment rhodopsin that reveals details of the structure of the
protein not expected from chemical modeling (Patel ef al.,
2004). The biological importance of these functional
domains is further indicated by the evolution both of dif-
ferent receptors for diverse ligands that act by similar bio-
chemical mechanisms and of multiple receptors for a sin-
gle ligand that act by unrelated mechanisms.

The regulatory actions of a receptor may be exerted
directly on its cellular target(s), effector protein(s), or may
be conveyed by intermediary cellular signaling molecules
called transducers. The receptor, its cellular target, and
any intermediary molecules are referred to as a receptor—
effector system or signal-transduction pathway. Frequent-
ly, the proximal cellular effector protein is not the ulti-
mate physiological target but rather is an enzyme or trans-
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port protein that creates, moves, or degrades a small
metabolite (e.g., a cyclic nucleotide or inositol-trisphos-
phate) or ion (e.g., Ca®*) known as a second messenger.
Second messengers can diffuse in the proximity of their
binding sites and convey information to a variety of tar-
gets, which can respond simultaneously to the output of a
single receptor binding a single agonist molecule. Even
though these second messengers originally were thought
of as freely diffusible molecules within the cell, their dif-
fusion and their intracellular actions are constrained by
compartmentation—selective localization of receptor—
transducer—effector—signal termination complexes—estab-
lished via protein-lipid and protein—protein interactions
(Buxton and Brunton, 1983; Wong and Scott, 2004;
Baillie and Houslay, 2005).

Receptors and their associated effector and transducer proteins
also act as integrators of information as they coordinate signals from
multiple ligands with each other and with the metabolic activities of
the cell (see below). This integrative function is particularly evident
when one considers that the different receptors for scores of chemi-
cally unrelated ligands use relatively few biochemical mechanisms
to exert their regulatory functions and that even these few pathways
may share common signaling molecules.

An important property of physiological receptors that also
makes them excellent targets for drugs is that they act catalytically
and hence are biochemical signal amplifiers. The catalytic nature
of receptors is obvious when the receptor itself is an enzyme, but
all known physiological receptors are formally catalysts. For
example, when a single agonist molecule binds to a receptor that is
an ion channel, hundreds of thousands to millions of ions flow
through the channel every second. The number of ions moving
through the channel depends on the characteristic conductance of
the channel, a property analogous to amplifier gain. Physiological
receptor channels display conductance in the range of tens to hun-
dreds of picosiemens. Similarly, a single steroid hormone mole-
cule binds to its receptor and initiates the transcription of many
copies of specific mRNAs, which, in turn, can give rise to multiple
copies of a single protein.

Drug—-Receptor Binding and Agonism. A receptor can
exist in at least two conformational states, active (R,), and
inactive (R,). If these states are in equilibrium and the inac-
tive state predominates in the absence of drug, then the
basal signal output will be low. The extent to which the
equilibrium is shifted toward the active state is determined
by the relative affinity of the drug for the two conforma-
tions (Figure 1-6). A drug that has a higher affinity for the
active conformation than for the inactive conformation
will drive the equilibrium to the active state and thereby
activate the receptor. Such a drug will be an agonist. A full
agonist is sufficiently selective for the active conformation
that at a saturating concentration it will drive the receptor
essentially completely to the active state (Figure 1-6). If a
different but perhaps structurally similar compound binds
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to the same site on R but with only moderately greater
affinity for R, than for R, its effect will be less, even at sat-
urating concentrations. A drug that displays such interme-
diate effectiveness is referred to as a partial agonist
because it cannot promote a full biological response at any
concentration. In an absolute sense, all agonists are partial;
selectivity for R, over R; cannot be total. A drug that binds
with equal affinity to either conformation will not alter the
activation equilibrium and will act as a competitive antag-
onist of any compound, agonist or antagonist, that does. A
drug with preferential affinity for R; actually will produce
an effect opposite to that of an agonist; examples of such
inverse agonists at G protein—coupled receptors (GPCRs)
do exist (e.g., famotidine, losartan, metoprolol, and ris-
peridone) (Milligan, 2003).

Inverse agonism may be measurable only in systems in which an
equilibrium between R; and R, exists in the absence of drug such
that a decrease in physiological or biochemical response can be
measured in the presence of drug with a higher affinity for R; than
R, If the preexisting or basal equilibrium for unliganded receptors
lies far in the direction of R, negative antagonism may be difficult
to observe and to distinguish from simple competitive antagonism.
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Figure 1-6. Regulation of the activity of a receptor with
conformation-selective drugs. The ordinate is some activity of
the receptor produced by R,, the active receptor conformation
(e.g., stimulation of adenylyl cyclase). If a drug D selectively
binds to R,, it will produce a maximal response. If D has equal
affinity for R; and R,, it will not perturb the equilibrium between
them and will have no effect on net activity; D would appear as
an inactive compound. If the drug selectively binds to R, then
the net amount of R, will be diminished. If there is sufficient R,
to produce an elevated basal response in the absence of ligand
(agonist-independent constitutive activity), then activity will be
observably inhibited; D will be an inverse agonist. If D can bind
to receptor in an active conformation R, but also bind to inactive
receptor R, with lower affinity, the drug will produce a partial
response; D will be a partial agonist.
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Careful biochemical studies of receptor—drug interactions, cou-
pled with the analysis of receptors in which the intrinsic R/R;
equilibrium has been shifted by mutation, have supported this gen-
eral model of drug action. The model is readily applicable to
experimental data through the use of appropriate computer-assist-
ed analysis of the laws of mass action and is used frequently as a
guide to understanding drug action. This approach has been partic-
ularly useful in understanding the interaction of agonists and
antagonists with GPCRs and ion channels. Indeed, electrophysio-
logical measurements, particularly those of single-channel behav-
ior, create a moment-to-moment analysis of receptor function that
permits detailed modeling of intermediate states of receptor con-
formation that have led to the design of more selective drugs (e.g.,
antiarrhythmics).

Current models for GPCR activation assume that receptors are in
equilibrium between inactive (R;) and active (R,) conformations
(Milligan, 2003). R, is promoted by agonists but also may occur in
their absence, leading to constitutive activity. In order to explain the
behavior of recombinant receptors in model systems however, it is
necessary to consider additional receptor conformations. The term
protean agonist has been used to explain reversal from agonism to
inverse agonism when an agonist produces an active conformation
of lower efficacy than the constitutively active conformation of the
receptor (Kenakin, 1995). Apparent protean agonism has been
observed recently for native receptors under physiological condi-
tions (Gbahou et al., 2003).

Physiological Receptors: Structural and Functional
Families. We have witnessed both an explosion in our
appreciation of the number of physiological receptors and,
in parallel, the development of our understanding of the
fundamental structural motifs and biochemical mecha-
nisms that characterize them. Molecular cloning has iden-
tified both completely novel receptors (and their regula-
tory ligands) and numerous isoforms, or subtypes, of
previously known receptors. There now exist data banks
devoted exclusively to structures of single classes of
receptors. Members of various classes of receptors, trans-
ducers, and effector proteins have been purified, and their
mechanisms of action are understood in considerable bio-
chemical detail. Receptors, transducers, and effectors can
be expressed or, conversely, repressed via molecular
genetic strategies and the consequence of their alteration
studied in cultured mammalian cells or systems of conve-
nience such as yeast or Candida elegans. Furthermore, it
is now possible to produce transgenic knockout animals
(notably mice) that lack a particular receptor. Providing
that the deletion is not lethal and that the resulting off-
spring can breed, much can be learned about the role of
the missing receptor.

Receptors for physiological regulatory molecules can
be assigned to a relatively few functional families whose
members share both common mechanisms of action and
similar molecular structures (Figure 1-7). For each recep-
tor superfamily, there is now a context for understanding
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the structures of ligand-binding domains and effector
domains and how agonist binding influences the regulato-
ry activity of the receptor. The relatively small number of
biochemical mechanisms and structural formats used for
cellular signaling is fundamental to the ways in which tar-
get cells integrate signals from multiple receptors to pro-
duce additive, sequential, synergistic, or mutually inhibi-
tory responses.

Receptors as Enzymes: Receptor Protein Kinases and Guanylyl
Cyclases. The largest group of receptors with intrinsic enzymatic
activity consists of cell surface protein kinases, which exert their
regulatory effects by phosphorylating diverse effector proteins at the
inner face of the plasma membrane. Protein phosphorylation can
alter the biochemical activities of an effector or its interactions with
other proteins. Indeed, of all the possible reversible covalent modifi-
cations of proteins that regulate their function, phosphorylation is
the most common. Most receptors that are protein kinases phospho-
rylate tyrosine residues in their substrates; these include receptors
for insulin and diverse polypeptides that direct growth or differenti-
ation, such as epidermal growth factor and nerve growth factor. A
few receptor protein kinases phosphorylate serine or threonine resi-
dues. The most structurally simple receptor protein kinases are com-
posed of an agonist-binding domain on the extracellular surface of
the plasma membrane, a single membrane-spanning element, and a
protein kinase domain on the inner membrane face. Many variations
on this basic architecture exist, including assembly of multiple sub-
units in the mature receptor, obligate oligomerization of the ligand-
ed receptor, and the addition of multiple regulatory or protein-bind-
ing domains to the intracellular protein kinase domain that permit
association of the liganded receptor with additional effector mole-
cules (frequently via interaction of phosphotyrosine residues and
SH, domains) and with substrates. Drugs designed to act at recep-
tors in this diverse family include insulin for the treatment of diabe-
tes mellitus and imatinib, designed to inhibit both receptor and non-
receptor tyrosine kinases and approved for the treatment of chronic
myelogenous leukemia.

Another family of receptors that are functionally linked to pro-
tein kinases contains a modification of the structure just described.
Protein kinase—associated receptors lack the intracellular enzymatic
domains but, in response to agonists, bind or activate distinct pro-
tein kinases on the cytoplasmic face of the plasma membrane.
Receptors of this group include the cytokine receptors, several
receptors for neurotrophic peptides, the growth hormone receptor,
the multisubunit antigen receptors on T- and B-lymphocytes, and
the interferon-yreceptor.

The domain structure described for cell surface protein kinases
is varied in other receptors to use other signaling outputs. A family
of protein tyrosine phosphatases has extracellular domains with a
sequence reminiscent of cellular adhesion molecules. Although the
extracellular ligands for many of these phosphatases are not known,
the importance of their enzymatic activity has been demonstrated
through genetic and biochemical experiments. Indeed, these recep-
tor protein tyrosine phosphatases (RPTPs) appear to be activated by
each other and by extracellular matrix proteins expressed by particu-
lar cell types, consistent with their role in regulating cell—cell inter-
actions and tissue organization. For the receptors that bind atrial
natriuretic peptides and the peptides guanylin and uroguanylin, the
intracellular domain is not a protein kinase but rather a guanylyl
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Figure 1-7. Structural motifs of physiological receptors and their relationships to signaling pathways. Schematic diagram of
the diversity of mechanisms for control of cell function by receptors for endogenous agents acting via the cell surface or at calcium
storage sites or in the nucleus. Detailed descriptions of these signaling pathway are given throughout the text in relation to the thera-

peutic actions of drugs affecting these pathways.

cyclase that synthesizes the second messenger cyclic guanosine
monophosphate (GMP), which activates a cyclic GMP-dependent
protein kinase (PKG) and modulates the activities of several nucle-
otide phosphodiesterases.

Protease-Activated Receptor Signaling. Some receptors are not
presented by the cell in a form readily accessible to agonist. Proteas-
es that are anchored to the plasma membrane or that are soluble in
the extracellular fluid (e.g., thrombin) can cleave ligands or recep-
tors at the surfaces of cells to either initiate or terminate signal
transduction. Peptide agonists often are processed by proteolysis to
become active at their receptors. Tumor necrosis factor o (TNF-o)—

converting enzyme (TACE) cleaves the precursor of TNF-o at the
plasma membrane, releasing a soluble form of this pro-inflammatory
cytokine. Similarly, angiotensin-converting enzyme (ACE), which
is also an integral membrane protein preferentially expressed by
endothelial cells in the blood vessels of the lung, converts angioten-
sin I to angiotensin II (Ang II), thereby generating the active hor-
mone near receptors for Ang II on vascular smooth muscle. In con-
trast, neutral endopeptidase degrades and inactivates the
neuropeptide substance P (SP) in the vicinity of its receptors and
thus terminates the biological effects of SP. Some GPCRs (see
below) also can be activated or inactivated by proteases at the cell
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surface. For example, the coagulation factor thrombin cleaves pro-
tease-activated platelet receptor 1 (PAR1), activating it to induce
platelet aggregation. On the other hand, neutrophil-derived cathep-
sin G cleaves PAR1 at a site distinct from that of thrombin, generat-
ing a thrombin-insensitive receptor. Targeting the proteolytic regu-
lation of receptor mechanisms has produced successful therapeutic
strategies, such as the use of ACE inhibitors in the treatment of
hypertension (see Chapters 30 and 32) and the generation of new
anticoagulants targeting the action of thrombin (see Chapter 54).

Ion Channels. Receptors for several neurotransmitters form ago-
nist-regulated ion-selective channels in the plasma membrane,
termed ligand-gated ion channels or receptor operated channels,
that convey their signals by altering the cell’s membrane potential
or ionic composition. This group includes the nicotinic cholinergic
receptor, the y-aminobutyric acid A (GABA ,) receptor, and recep-
tors for glutamate, aspartate, and glycine (see Chapters 9, 12, and
16). They are all multisubunit proteins, with each subunit predicted
to span the plasma membrane several times. Symmetrical associa-
tion of the subunits allows each to form a segment of the channel
wall, or pore, and to cooperatively control channel opening and
closing. Agonist binding may occur on a particular subunit that may
be represented more than once in the assembled multimer (e.g., the
nicotinic acetylcholine receptor) or may be conferred by a separate
single subunit of the assembled channel, as is the case with the so-
called sulfonylurea receptor (SUR) that associates with a K* channel
(Kirg ,) to regulate the ATP-dependent K* channel (K ,p). The K, 1p
channel is a receptor for compounds such as glibenclamide (a chan-
nel antagonist) in the treatment of diabetes type 2 (see Chapter 60).
Openers of the same channel (minoxidil) are used as vascular
smooth muscle relaxants. Receptor-operated channels also are regu-
lated by other receptor-mediated events, such as protein kinase acti-
vation following activation of GPCRs (see below). Phosphorylation
of the channel protein on one or more of its subunits can confer both
activation and inactivation depending on the channel and the nature
of the phosphorylation.

G Protein-Coupled Receptors. A large superfamily of receptors
that accounts for many known drug targets interacts with distinct
heterotrimeric GTP-binding regulatory proteins known as G pro-
teins. G proteins are signal transducers that convey information (i.e.,
agonist binding) from the receptor to one or more effector proteins.
GPCRs include those for a number of biogenic amines, eicosanoids
and other lipid-signaling molecules, peptide hormones, opioids,
amino acids such as GABA, and many other peptide and protein
ligands. G protein—regulated effectors include enzymes such as ade-
nylyl cyclase, phospholipase C, phosphodiesterases, and plasma
membrane ion channels selective for Ca?* and K* (Figure 1-7).
Because of their number and physiological importance, GPCRs are
widely used targets for drugs; perhaps half of all nonantibiotic pre-
scription drugs are directed toward these receptors that make up the
third largest family of genes in humans.

GPCRs span the plasma membrane as a bundle of seven o-heli-
ces. Agonists bind to a cleft within the extracellular face of the bun-
dle or to a globular ligand-binding domain sometimes found at the
amino terminus. G proteins bind to the cytoplasmic face of the
receptors. Receptors in this family respond to agonists by promoting
the binding of GTP to the G protein ¢ subunit. GTP activates the G
protein and allows it, in turn, to activate the effector protein. The G
protein remains active until it hydrolyzes the bound GTP to GDP
and returns to its ground (inactive) state. G proteins are composed
of a GTP-binding « subunit, which confers specific recognition by
receptor and effector, and an associated dimer of § and y subunits
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that can confer both membrane localization of the G protein (e.g.,
via myristoylation) and direct signaling such as activation of inward
rectifier K* (GIRK) channels and binding sites for G protein recep-
tor kinases (GRKs). Activation of the G, subunit by GTP allows it
to both regulate an effector protein and drive the release of G, sub-
units, which can, in addition to regulating their own group of effec-
tors, reassociate with GDP-liganded G, returning the system to the
basal state.

A cell may express as many as twenty different GPCRs, each
with distinctive specificity for one or several of half a dozen G pro-
teins. Each subunit of the G protein complex is encoded by a mem-
ber of one of three corresponding gene families. Currently, 16 dif-
ferent members of the o-subunit family, 5 different members of the
B-subunit family, and 11 different members of the y-subunit family
have been described in mammals. A G protein can regulate one or
more effectors, and multiple GPCRs can activate the same G pro-
tein. A receptor also may generate multiple signals by activating
more than one G protein species. GPCRs can activate several signal-
transduction systems as a consequence of G protein activation.
From the classical view of G protein activation of adenylyl cyclase,
accumulation of cyclic adenosine monophosphate (cAMP), and acti-
vation of cAMP-dependent protein kinase (PKA), we now know
that the consequences of G protein activation have both direct and
indirect effects on multiple pathways.

Central to the effect of many GPCRs is release of calcium (Ca*)
from intracellular stores. For example, o receptors for norepineph-
rine activate G, specific for the activation of phospholipase Cp.
Phospholipase Cg (PLCp) is a membrane-bound enzyme that hydro-
lyzes a membrane phospholipid, phosphatidylinositol-4,5-bisphos-
phate, to generate inositol-1,4,5-trisphosphate (IP;) and the lipid,
diacylglycerol. IP; binds to receptors on Ca’* release channels in the
IP;-sensitive Ca?* stores of the endoplasmic reticulum, triggering
the release of Ca?* and rapidly raising [Ca®*]; from approximately
100 nM into the micromolar range. When Ca?* levels rise following
release from intracellular stores, the elevation of Ca?* is transient
owing to avid reuptake of Ca”* into stores. Ca?* can bind to and
directly regulate ion channels (e.g., large conductance Ca?*-activat-
ed K* channels), or Ca** can bind to calmodulin, and the resulting
Ca>*—calmodulin complex then can bind ion channels (e.g., small
conductance Ca**-activated K* channels) or to intracellular enzymes
such as Ca?>*~calmodulin—dependent protein kinases (e.g., CaMKII,
MLCK, and phosphorylase kinase).

Diacylglycerol (DAG), formed by the action of PLCp, also par-
ticipates in the response to G protein activation by binding to pro-
tein kinase C (PKC), thereby promoting its association with the cell
membrane and lowering its requirement for activation by Ca?*.
DAG binds to other proteins with cysteine-rich (C-1) domains that
participate in non-kinase-mediated regulation of processes such as
neurotransmitter release. PKC can regulate numerous cellular events
by activating members of the mitogen-activated kinase (MAPK)
family, which, depending on the cell type, includes extracellular sig-
nal-regulated kinases (ERKSs), c-Jun N-terminal kinases (JNKs), and
p38 MAPKSs. The initial increase in intracellular diacylglycerol can
be sustained by its activation of phospholipase D, which hydrolyzes
membrane phosphatidylcholine to generate phosphatidic acid and
choline. Phosphatidic acid, in turn, can be converted enzymatically
to diacylglycerol or serve as a substrate for phospholipase A,
(PLA,), which generates lysophosphatidic acid (LPA) and frees 20-
carbon fatty acids (e.g., C20:4, 5,8,11,14-eicosatetraenoic acid) for
eicosanoid synthesis. Eicosanoids act as autocrine and paracrine
agents frequently via specific GPCRs (see Chapters 26 and 35).
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LPA can bind to specific GPCRs of the endothelial differentiating
gene family (Edg receptors) that signal cell growth and differentia-
tion and can regulate transcription factors such as the peroxisome
proliferator—activated receptors (PPARs) that modulate nuclear
transcription and are the receptors (PPAR?Y) for the glitazones,
newer oral hypoglycemic agents (see Chapter 60).

While the complexity of receptor signaling through G proteins is
clear from the abundance of GPCRs present on a single cell, recep-
tor-ligand interactions alone do not regulate all GPCR signaling. It
is now clear that GPCRs undergo both homo- and heterodimeriza-
tion and possibly oligomerization (Kroeger et al., 2003; Milligan,
2004). Evidence of therapeutic importance for dimerization is sug-
gested by many recent studies; heterodimerization can result in
receptor units with altered pharmacology compared with either indi-
vidual receptor. For example, heterodimerization between the ¥
aminobutyric acid receptor subunit protein GABAg, and GABAg, is
required for receptor binding of agonist (GABAg,) and trafficking
(GABAy,) to the cell surface and receptor function (these receptors
mediate the metabotropic actions of the inhibitory neurotransmitter
GABA). Dimerization also appears to be important in the actions of
dopamine receptors (D, homodimers), where ligand preference
appears to be conferred by dimerization, a finding that could have
therapeutic implications. Evidence also is emerging that dimeriza-
tion of receptors may regulate the affinity and specificity of the
complex for G protein and regulate the sensitivity of the receptor to
phosphorylation by receptor kinases and the binding of arrestin,
events important in termination of the action of agonists and remov-
al of receptors from the cell surface. Dimerization also may permit
binding of receptors to other regulatory proteins such as transcrip-
tion factors. Thus, the receptor—G protein effector systems are com-
plex networks of convergent and divergent interactions involving
both receptor—receptor and receptor—G protein coupling that permits
extraordinarily versatile regulation of cell function.

Transcription Factors. Receptors for steroid hormones, thyroid
hormone, vitamin D, and the retinoids are soluble DNA-binding
proteins that regulate the transcription of specific genes (Weli,
2003). They are part of a larger family of transcription factors
whose members may be regulated by phosphorylation, association
with other cellular proteins, or binding to metabolites or cellular
regulatory ligands (e.g., heat shock proteins). These receptors act as
dimers—some as homodimers and some as heterodimers—with
homologous cellular proteins, but they may be regulated by higher-
order oligomerization with other modulator molecules. Often bound
to proteins in the cytoplasm that retain them in an inactive state,
they provide examples of conservation of structure and mechanism
in part because they are assembled as three largely independent
domains. The region nearest the carboxyl terminus binds hormone
and is called the ligand-binding domain (LBD) that confers a nega-
tive regulatory role; hormone binding relieves this inhibitory con-
straint. The central region of the receptor is the DNA binding
domain (DBD) that mediates binding to specific sites on the genome
to activate or inhibit transcription of the nearby gene. These regula-
tory sites in DNA are likewise receptor-specific: the sequence of a
“glucocorticoid-response element,” with only slight variation, is asso-
ciated with each glucocorticoid-response gene, whereas a “thyroid-
response element” confers specificity of the actions of the thyroid
hormone nuclear receptor. The amino-terminal region of the receptor
provides the activation function (AF) domain essential for transcrip-
tional regulation.

Steroid hormone receptors undergo a complex interaction with
themselves and coregulators. There are at least three subfamilies of
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proteins that form the steroid receptor coactivator (SRC) family.
The specific set of proteins that assemble with a particular steroid
hormone-liganded receptor in the regulation of transcription varies
with the receptor in question (see Chapters 57 through 59). In gener-
al, the members of this family serve functions essential for DNA
binding such as acetylation of histone proteins [e.g., histone acetyl
transferase activity (HAT)] that permit interaction of the receptor
with the hormone response element to initiate transcription. Steroid
hormone receptor regulation of transcription does not always result
in transcriptional activation; in some cases, as in glucocorticoid
action, the effect of the hormone is to decrease the production of
steroid-responsive protein transcription.

Cytoplasmic Second Messengers. Binding of an agonist to a recep-
tor provides the first message in receptor signal transduction to
effector pathways and an eventual physiological outcome. The first
messenger promotes the cellular production or mobilization of a
second messenger, which initiates cellular signaling through a spe-
cific biochemical pathway. Physiological signals are integrated
within the cell as a result of interactions between and among sec-
ond-messenger pathways. Compared with the number of receptors
and cytosolic signaling proteins, there are relatively few recognized
cytoplasmic second messengers. However, their synthesis or release
and degradation or excretion reflects the activities of many path-
ways. Well-studied second messengers include cyclic AMP, cyclic
GMP, cyclic ADP-ribose, Ca®*, inositol phosphates, diacylglycerol,
and nitric oxide. Second messengers influence each other both
directly, by altering the other’s metabolism, and indirectly, by shar-
ing intracellular targets. This pattern of regulatory pathways allows
the cell to respond to agonists, singly or in combination, with an
integrated array of cytoplasmic second messengers and responses.

Cyclic AMP. Cyclic AMP, the prototypical second messenger,
remains a good example for understanding the regulation and func-
tion of most second messengers (for an overview of cyclic nucle-
otide action, see Beavo and Brunton, 2002). Cyclic AMP is synthe-
sized by adenylyl cyclase under the control of many GPCRs;
stimulation is mediated by Gg; inhibition, by G;.

There are nine membrane-bound isoforms of adenylyl cyclase
(AC) and one soluble isoform found in mammals (Hanoune and
Defer, 2001). The membrane-bound ACs are glycoproteins of
approximately 120 kDa with considerable sequence homology: a
small cytoplasmic domain; two hydrophobic transmembrane
domains, each with six membrane-spanning helices; and two large
cytoplasmic domains. Membrane-bound ACs exhibit basal enzymat-
ic activity that is modulated by binding of GTP-liganded o subunits
of the stimulatory and inhibitory G proteins (G, and G;). Numerous
other regulatory interactions are possible, and these enzymes are
catalogued based on their structural homology and their distinct reg-
ulation by G protein o and Sy subunits, Ca®*, protein kinases, and
the actions of the diterpene forskolin. Because each AC isoform has
its own tissue distribution and regulatory properties, different cell
types respond differently to similar stimuli.

The role of agonists interacting at GPCRs is to accelerate the
exchange of GDP for GTP on the o subunits of these G proteins,
thereby promoting the dissociation of the heterotrimeric G proteins
into o~GTP and By subunits and resulting in modulation of adenylyl
cyclase activity. Once activated by a-GTP, AC remains activated
until ¢ hydrolyses the bound GTP to GDP, which returns the sys-
tem to its ground state (see Ross and Wilkie, 2000). As a conse-
quence, there is amplification at this step, a single activation pro-
ducing numerous molecules of cyclic AMP, which, in turn, can
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activate PKA. Cyclic AMP is eliminated by a combination of
hydrolysis, catalyzed by cyclic nucleotide phosphodiesterases, and
extrusion by several plasma membrane transport proteins.

Phosphodiesterases (PDEs) form yet another family of important
signaling proteins whose activities are regulated by controlled trans-
cription as well as by second messengers (cyclic nucleotides and
Ca?*) and interactions with other signaling proteins such as fB-arres-
tin and protein kinases (Brunton, 2003; Maurice et al., 2003). PDEs
are enzymes responsible for the hydrolysis of the cyclic 3”,5"-phos-
phodiester bond found in cyclic AMP and cyclic GMP. PDEs com-
prise a superfamily with 11 subfamilies, having been characterized
on the basis of amino acid sequence, substrate specificity, pharma-
cological properties, and allosteric regulation. The PDE superfamily
encompasses 25 genes that are thought to give rise to more than 50
different PDE proteins. PDEs share a conserved catalytic domain at
the carboxyl terminus, regulatory domains located most often at the
amino terminus, and targeting domains that are the subject of active
investigation. The substrate specificities of the PDEs include
enzymes that are specific for cyclic AMP hydrolysis, cyclic GMP
hydrolysis, and those that hydrolyze both. PDEs play a highly regu-
lated role that is important in controlling the intracellular levels of
cyclic AMP and cyclic GMP. The importance of the PDEs as regu-
lators of signaling is evident from their development as drug targets
in diseases such as asthma and chronic obstructive pulmonary dis-
ease, cardiovascular diseases such as heart failure and atherosclerot-
ic peripheral arterial disease, neurological disorders, and erectile
dysfunction (Mehats et al., 2002).

Cyclic GMP. Cyclic GMP is generated by two distinct forms of
guanylyl cyclase (GC). Nitric oxide (NO) stimulates soluble guanyl-
yl cyclase (sGC), and the natriuretic peptides, guanylins, and heat-
stable Escherichia coli enterotoxin stimulate members of the mem-
brane-spanning GCs (e.g., particulate GC).

Actions of Cyclic Nucleotides. In most cases, cyclic AMP func-
tions by activating the isoforms of cyclic AMP-dependent protein
kinase (PKA), and cyclic GMP activates a cGMP-dependent protein
kinase (PKG). Recently, a number of additional actions of cyclic
nucleotides have been described, all with pharmacological relevance.

Cyclic Nucleotide-Dependent Protein Kinases. PKA holoenzyme
consists of two catalytic (C) subunits reversibly bound to a regula-
tory (R) subunit dimer. The holoenzyme is inactive. Binding of
four cyclic AMP molecules, two to each R subunit, dissociates the
holoenzyme, liberating two catalytically active C subunits that
phosphorylate serine and threonine residues on specific substrate
proteins.

PKA diversity lies in both its R and C subunits. Molecular clon-
ing has revealed o and 3 isoforms of both the classically described
PKA regulatory subunits (RI and RII), as well as three C subunit
isoforms Ce, Cf, and Cy. The R subunits exhibit different binding
affinities for cyclic AMP, giving rise to PKA holoenzymes with dif-
ferent thresholds for activation. In addition to differential expression
of R and C isoforms in various cells and tissues, PKA function is
modulated by subcellular localization mediated by A-kinase-anchor-
ing proteins (AKAPs) (see Wong and Scott, 2004).

PKA can phosphorylate both final physiological targets (meta-
bolic enzymes or transport proteins) and numerous protein kinases
and other regulatory proteins in multiple signaling pathways. This
latter group includes transcription factors that allow cyclic AMP to
regulate gene expression in addition to more acute cellular events.
For instance, phosphorylation by PKA of serine 133 of CREB (the
cyclic AMP response element-binding protein) recruits CREB-
binding protein (CBP), a histone acetyltransferase that interacts with
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PNA polymerase II (POLIIO) and leads to enhanced transcription of
approximately 105 genes containing a cyclic AMP response element
motif (CRE) in the promoter region (e.g., tyrosine hydroxylase,
iNOS, AhR, angiotensinogen, insulin, the glucocorticoid receptor,
BCI2, and CFTR) (see Mayr and Montminy, 2001).

Cyclic GMP activates a protein kinase, PKG, that phosphory-
lates some of the same substrates as PKA and some that are PKG-
specific. Unlike PKA, PKG does not disassociate on binding cyclic
GMP. PKG is known to exist in two homologous forms. PKGI, with
an acetylated N terminus, is associated with the cytoplasm and
known to exist in two isoforms (Ioc and 1) that arise from alternate
splicing. PKGII, with a myristylated N terminus, is membrane-asso-
ciated and may be compartmented by PKG-anchoring proteins (Vo
et al., 1998) in a manner similar to that known for PKA. Pharmaco-
logically important effects of elevated cyclic GMP include modula-
tion of platelet activation and regulation of smooth muscle contrac-
tion (Rybalkin ez al., 2003; Buxton, 2004).

Cyclic Nucleotide-Gated Channels. In addition to activating a
protein kinase, cyclic AMP also directly regulates the activity of
plasma membrane cation channels referred to as cyclic nucleotide—
gated (CNG) channels. CNG ion channels have been found in kid-
ney, testis, heart, and the CNS (for a review, see Beavo and Brun-
ton, 2002). These channels open in response to direct binding of
intracellular cyclic nucleotides and contribute to cellular control of
the membrane potential and intracellular Ca** levels. The CNG ion
channels are multisubunit pore-forming channels that share structur-
al similarity with the voltage-gated K* channels. Modulation of
channel activity is the result of binding of as many as four mole-
cules of cyclic nucleotide to the channel.

Cyclic AMP-Regulated GTPase Exchange Factors (GEFs). The
small GTP-binding proteins are monomeric GTPases and key regu-
lators of cell function. They integrate extracellular signals from
membrane receptors with cytoskeletal changes and activation of
diverse signaling pathways, regulating such processes as phagocyto-
sis, progression through the cell cycle, cell adhesion, gene expres-
sion, and apoptosis (Etienne-Manneville and Hall, 2002). The small
GTPases operate as binary switches that exist in GTP- or GDP-
liganded conformations. The switch is activated when an upstream
signal activates a GTPase exchange factor (GEF) that, on binding to
the GDP-liganded GTPase, promotes the exchange of GDP for
GTP. A number of extracellular stimuli signal to the small GTPases
through second messengers such as cyclic AMP, Ca?*, and DAG
that regulate GEFs. Two of these proteins involved in the regulation
of the Ras protein, termed exchange proteins activated by cyclic
AMP (EPAC-1 and -2), are cyclic AMP GEFs. The EPAC pathway
provides an additional effector system for cyclic AMP signaling and
drug action. When GTP binds to the small GTP-binding protein, it
induces a conformational change that promotes binding and modifi-
cation of the activities of effector proteins. The switch is terminated
by hydrolysis of GTP by the GTPase activity of the small GTP-
binding protein. The rate of GTP hydrolysis is accelerated by inter-
action with GTPase-activating proteins (GAPs).

GAF Domains. GAF domains are a phylogenetically broad fami-
ly of proteins that bind cyclic GMP and other ligands. In mammali-
an cells, GAF domains confer on a protein sensitivity to cyclic
GMP. For instance, cyclic GMP binding to GAF domains activates
PDE2, renders PDES5 phosphorylatable (and activatable) by PKG,
and regulates the affinity of PDEG6 for its autoinhibitory domain.
Given the myriad important roles of PDE activities in physiology,
GAF domains may be therapeutically useful drug targets (Martinez
et al., 2002).
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Figure 1-8. Desensitization in response to an agonist. A. After exposure to an agonist, the initial response usually peaks and then
decreases to approach some tonic level elevated but below the maximum. If the drug is removed for a brief period, the state of desensitiza-
tion is maintained such that a second addition of agonist also provokes a diminished response. Removal of the drug for a more extended
period allows the cell to recover its capacity to respond. B, C. Desensitization may be homologous (B), affecting responses elicited only
by the stimulated receptor, or heterologous (C), acting on several receptors or on a pathway that is common to many receptors. Agonist a
acts at receptor a and agonist b at receptor b. Homologous desensitization can reflect feedback from a transducer (or effector) unique to
the pathway of the receptor (X,) or from an off-pathway component (K) that is sensitive to the activation state of the receptor. Heterolo-
gous desensitization is initiated by transducers or effectors common to multiple receptor signaling pathways (Y or Z).

Calcium. The entry of Ca** into the cytoplasm is mediated by
diverse channels: Plasma membrane channels regulated by G pro-
teins, membrane potential, K* or Ca?* itself, and channels in spe-
cialized regions of endoplasmic reticulum that respond to IP; or,
in excitable cells, to membrane depolarization and the state of the
Ca?* release channel and its Ca®* stores in the sarcoplasmic retic-
ulum. Ca?* is removed both by extrusion (Na*—Ca?* exchanger
and Ca’* ATPase) and by reuptake into the endoplasmic reticu-
Ium (SERCA pumps). Ca?* propagates its signals through a much
wider range of proteins than does cyclic AMP, including meta-
bolic enzymes, protein kinases, and Ca**-binding regulatory pro-
teins (e.g., calmodulin) that regulate still other ultimate and inter-
mediary effectors that regulate cellular processes as diverse as
exocytosis of neurotransmitters and muscle contraction. Drugs
such as chlorpromazine (an antipsychotic agent) are calmodulin
inhibitors.

Regulation of Receptors

Receptors not only initiate regulation of biochemical
events and physiological function but also are themselves
subject to many regulatory and homeostatic controls.
These controls include regulation of the synthesis and
degradation of the receptor by multiple mechanisms,
covalent modification, association with other regulatory
proteins, and/or relocalization within the cell. Transducer
and effector proteins are regulated similarly. Modulating

inputs may come from other receptors, directly or indi-
rectly, and receptors are almost always subject to feed-
back regulation by their own signaling outputs.

Continued stimulation of cells with agonists generally
results in a state of desensitization (also referred to as
adaptation, refractoriness, or down-regulation) such that
the effect that follows continued or subsequent exposure
to the same concentration of drug is diminished (Figure
1-8). This phenomenon known as tachyphylaxis occurs
rapidly and is very important in therapeutic situations; an
example is attenuated response to the repeated use of
receptor agonists as bronchodilators for the treatment of
asthma (see Chapters 10 and 27).

Desensitization can be the result of temporary inaccessibility of
the receptor to agonist or the result of fewer receptors synthesized
and available at the cell surface. Down-regulation of receptor num-
ber best describes this latter accommodation of the cell to the chron-
ic presence of excess agonist. Agonist stimulation of GPCRs ini-
tiates regulatory processes that are often rapid, leading to
desensitization to subsequent stimulation by agonist without imme-
diately changing the total number of receptors. Phosphorylation of
the receptor by specific GPCR kinases (GRKs) plays a key role in
triggering rapid desensitization. Phosphorylation of agonist-occu-
pied GPCRs by GRKs facilitates the binding of cytosolic proteins
termed arrestins to the receptor, resulting in the uncoupling of G
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protein from the receptor. The f-arrestins recruit proteins such as
PDE4 (which limits cyclic AMP signaling), and others such as
clathrin and f,-adaptin, promoting sequestration of receptor from
the membrane (internalization) and providing a scaffold that permits
additional signaling steps such as activation of the ERK/MAPK cas-
cade associated with activation of some GPCRs (Baillie and Hous-
lay, 2005; Tan et al., 2004).

Feedback inhibition of signaling may be limited to output only
from the stimulated receptor, a situation known as homologous desen-
sitization. Attenuation extending to the action of all receptors that
share a common signaling pathway is called heterologous desensitiza-
tion (Figure 1-8). Homologous desensitization indicates feedback
directed to the receptor molecule itself (e.g., phosphorylation, internal-
ization and proteolysis, decreased synthesis, etc.), whereas heterolo-
gous desensitization may involve inhibition or loss of one or more
downstream proteins that participate in signaling from other receptors
as well. Mechanisms involved in homologous and heterologous desen-
sitization of specific receptors and signaling pathways are discussed in
greater detail in later chapters related to individual receptor families.

Predictably, supersensitivity to agonists also frequently follows
chronic reduction of receptor stimulation. Such situations can result,
for example, following withdrawal from prolonged receptor block-
ade (e.g., the long-term administration of f receptor antagonists
such as propranolol (see Chapter 10) or in the case where chronic
denervation of a preganglionic fiber induces an increase in neu-
rotransmitter release per pulse, indicating postganglionic neuronal
supersensitivity. Supersensitivity can be the result of tissue response
to pathological conditions such as happens in cardiac ischemia and
is due to synthesis and recruitment of new receptors to the surface
of the myocyte.

Diseases Resulting from Receptor Malfunction. Con-
sidering the roles of receptors in mediating the actions of
regulatory ligands acting on cells, it is not surprising that
alteration in receptors and their immediate signaling effec-
tors can be the cause of disease. The loss of a receptor in a
highly specialized signaling system may cause a relatively
limited, if dramatic, phenotypic disorder such as the genetic
deficiency of the androgen receptor in the testicular femini-
zation syndrome (see Chapter 58). Deficiencies in more
widely used signaling systems have a broader spectrum of
effects, as are seen in myasthenia gravis and some forms of
insulin-resistant diabetes mellitus, which result from
autoimmune depletion of nicotinic cholinergic receptors
(see Chapter 9) or insulin receptors (see Chapter 60),
respectively. A lesion in a component of a signaling path-
way that is used by many receptors can cause a generalized
endocrinopathy, as is seen in pseudohypoparathyroidism-1a
owing to mutations in maternally inherited G,o. Heterozy-
gous deficiency of G, the G protein that activates ade-
nylyl cyclase, causes multiple endocrine disorders (Spiegel
and Weinstein, 2004). Homozygous deficiency in G, pre-
sumably would be lethal.

The expression of aberrant or ectopic receptors, effectors, or cou-
pling proteins potentially can lead to supersensitivity, subsensitivity,
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or other untoward responses. Among the most significant events is the
appearance of aberrant receptors as products of oncogenes that trans-
form otherwise normal cells into malignant cells. Virtually any type
of signaling system may have oncogenic potential. The erbA onco-
gene product is an altered form of a receptor for thyroid hormone,
constitutively active because of the loss of its ligand-binding domain.
The ros and erbB oncogene products are activated, uncontrolled
forms of the receptors for insulin and epidermal growth factor, respec-
tively, both known to enhance cellular proliferation. The Mas onco-
gene product is a GPCR that may regulate responses to angiotensins.
Constitutive activation of GPCRs owing to subtle mutations in recep-
tor structure has been shown to give rise to retinitis pigmentosa, pre-
cocious puberty, and malignant hyperthyroidism. G proteins them-
selves can be oncogenic when either overexpressed or constitutively
activated by mutation (Spiegel and Weinstein, 2004).

Mutation of receptors can alter either acute responsiveness to drug
therapy or its continuing efficacy. For example, a mutation of f3,
receptors, which mediate airway smooth muscle relaxation and bron-
chial airflow, accelerates desensitization to f3, receptor agonists used
to treat asthma (see Chapter 27). The cloning of mutant genes that
mediate pathophysiological conditions should speed the development
of suitable drugs to target them specifically. Ultimately, designing
therapeutic agents that can be useful at mutant receptors will require
the crystal structure of these altered proteins as well as their normal
counterparts. To date, the only liganded GPCR to be crystallized is
rhodopsin (Palczewski et al., 2000).

Classification of Receptors and Drug Effects

In the years between editions of this book, pharmaceutical
firms have invested heavily in high-throughput screening
systems that rely on ligand binding rather than function to
discover potential medicines. This investment has not
paid off as handsomely as predicted, and the industry is
now placing increased value on functional pharmacologi-
cal assays that have been the cornerstone of pharmacolo-
gy since its inception.

Traditionally, drug receptors have been identified and
classified primarily on the basis of the effect and relative
potency of selective agonists and antagonists. For exam-
ple, the effects of acetylcholine that are mimicked by the
alkaloid muscarine and that are selectively antagonized by
atropine are termed muscarinic effects. Other effects of
acetylcholine that are mimicked by nicotine are described
as nicotinic effects. By extension, these two types of cho-
linergic effects are said to be mediated by muscarinic or
nicotinic receptors. Although it frequently contributes lit-
tle to delineation of the mechanism of drug action, such
categorization provides a convenient basis for summariz-
ing drug effects. A statement that a drug activates a speci-
fied type of receptor is a succinct summary of its spec-
trum of effects and of the agents that will regulate it.
However, the accuracy of this statement may be altered
when new receptors or receptor subtypes are identified or
additional drug mechanisms or side effects are revealed.
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Significance of Receptor Subtypes. As the diversity and selectivity
of drugs increase, it is evident that multiple subtypes of receptors
exist within many previously defined classes. Molecular cloning
has further accelerated discovery of novel receptor subtypes, and
their expression as recombinant proteins has facilitated discovery
of subtype-selective drugs. Distinct but related receptors may, but
may not, display distinctive patterns of selectivity among agonist
or antagonist ligands. When selective ligands are not known, the
receptors are more commonly referred to as isoforms rather than
as subtypes. Receptor subtypes may display different mechanisms
of signal output. For example, M, and M; muscarinic receptors
activate the Gq—PLC—IP3—Ca2+ pathway, and M, and M, musca-
rinic receptors activate G; to reduce the activity of adenylyl cyclase.
The distinction between classes and subtypes of receptors, howev-
er, often is arbitrary or historical. The ¢, o,, and f3 receptors dif-
fer from each other both in ligand selectivity among drugs and in
coupling to G proteins (G, G, and G, respectively), yet & and f3
are considered receptor classes and ¢, and o, are considered sub-
types. The o5, o, and o receptor isoforms differ little in their
biochemical properties, although their tissue distributions are dis-
tinct. The f3;, fB,, and f3; adrenergic receptor subtypes exhibit both
differences in tissue distribution; e.g., ,83 receptors are localized to
adipose tissue and are not phosphorylated by either GRKs or
PKA, both known to phosphorylate 3, and S, receptor subtypes
(Hall, 2004).

Pharmacological differences among receptor subtypes are
exploited therapeutically through the development and use of recep-
tor-selective drugs. Such drugs may be used to elicit different
responses from a single tissue when receptor subtypes initiate differ-
ent intracellular signals, or they may serve to differentially modulate
different cells or tissues that express one or another receptor sub-
type. Increasing the selectivity of a drug among tissues or among
responses elicited from a single tissue may determine whether the
drug’s therapeutic benefits outweigh its unwanted effects.

The molecular biological search for novel receptors has moved
well beyond the search for isoforms of known receptors toward the
discovery of hundreds of genes for completely novel human recep-
tors. Many of these receptors can be assigned to known families
based on sequence, and their functions can be confirmed with
appropriate ligands. However, many are “orphans,” the designation
given to receptors whose ligands are unknown. Discovery of the
endogenous ligands and physiological functions of orphan receptors
may lead to new drugs that can modulate currently intractable dis-
ease states.

The discovery of numerous receptor isoforms raises the question
of their importance to the organism, particularly when their signal-
ing mechanisms and specificity for endogenous ligands are indistin-
guishable. Perhaps this multiplicity of genes facilitates the indepen-
dent, cell-specific, and temporally controlled expression of receptors
according to the developmental needs of the organism. Regardless
of their mechanistic implications (or lack thereof), discovery of iso-
form-selective ligands may improve our targeting of therapeutic
drugs substantially.

Actions of Drugs Not Mediated by Receptors

If one restricts the definition of receptors to macromole-
cules, then several drugs may be said not to act on
receptors as such. Some drugs specifically bind small
molecules or ions that are found normally or abnormally
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in the body. One example is the therapeutic neutraliza-
tion of gastric acid by a base (antacid). Another example
is the use of 2-mercaptoethane sulphonate (mesna), a
free-radical scavenger eliminated rapidly by the kidneys,
to bind to reactive metabolites associated with some can-
cer chemotherapeutic agents and thus to minimize their
untoward effects on the urinary tract. Other agents act
according to nonpharmacological colligative properties
without a requirement for highly specific chemical struc-
ture. For example, certain relatively benign compounds,
such as mannitol, can be administered in quantities suffi-
cient to increase the osmolarity of various body fluids
and thereby cause appropriate changes in the distribution
of water (see Chapter 28). Depending on the agent and
route of administration, this effect can be exploited to
promote diuresis, catharsis, expansion of circulating vol-
ume in the vascular compartment, or reduction of cere-
bral edema. In a similar fashion, the introduction of cho-
lesterol-binding agents orally (e.g., cholestyramine resin)
can be used in the management of hypercholesterol-
emia to decrease the amount of cholesterol absorbed
from the diet.

Certain drugs that are structural analogs of normal bio-
logical chemicals may be incorporated into cellular com-
ponents and thereby alter their function. This property has
been termed a counterfeit incorporation mechanism and
has been particularly useful with analogs of pyrimidines
and purines that can be incorporated into nucleic acids;
such drugs have clinical utility in antiviral and cancer
chemotherapy (see Chapters 49 and 51).

QUANTITATION OF DRUG-RECEPTOR
INTERACTIONS AND EFFECTS

Receptor Pharmacology

Receptor occupancy theory, in which it is assumed that
response emanates from a receptor occupied by a drug,
has its basis in the law of mass action, with modifying
constants added to accommodate experimental findings.
Receptor theory was originated by A.J. Clark, who was
the first to apply mathematical rigor to the notions of drug
action. Ariéns (1954) modified this model to describe the
range of drug effect between full agonist and antagonist
as a proportionality factor called intrinsic activity.
Stephenson (1956) added the notion of stimulus—response
to understanding drug efficacy, and Furchgott (1966) con-
tributed a method of measuring the affinity of an agonist
by comparing its concentration—response curve before and
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Figure 1=9. Graded responses (y axis as a percent of maxi-
mal response) expressed as a function of the concentration of
drug A present at the receptor. The hyperbolic shape of the
curve in panel A becomes sigmoid when plotted semi-logarith-
mically, as in panel B. The concentration of drug that produces
50% of the maximal response quantifies drug activity and is
referred to as the ECy, (effective concentration for 50%
response).

after inactivating a proportion of the receptors with an
irreversible antagonist. Antagonism was modeled by Gad-
dum (1937, 1957) and Schild (1957) to determine the
affinity of antagonists. The history and principles of
receptor pharmacology have been well reviewed by Lim-
bird (2005).

The basic currency of receptor pharmacology is the
dose—response curve, a depiction of the observed effect
of a drug as a function of its concentration in the recep-
tor compartment. Figure 1-9A shows a typical dose—
response curve; it reaches a maximal asymptote value
when the drug occupies all the receptor sites. The range
of concentrations needed to fully depict the dose—
response relationship (approximately 3log,,[D]) usual-
ly is too wide to be useful in the linear format shown in
Figure 1-9A; thus most dose-response curves are con-
structed with the logarithm of the concentration plotted
on the x axis (Figure 1-9B). Dose—response curves pre-
sented in this way are sigmoidal in shape and have
three basic properties: threshold, slope, and maximal
asymptote. These parameters characterize and quanti-
tate the activity of the drug. As noted below, this sig-
moidal curve also depicts the law of mass action in its
simplest form.

The response to drugs in biological systems does not always fol-
low the classic concentration—response curve shown in Figure 1-9.
On occasion, some drugs cause low-dose stimulation and high-dose
inhibition of response. These U-shaped relationships for some
receptor systems are said to display hormesis. Several drug—receptor
systems can display this property (e.g., prostaglandins, endothelin,
and purinergic and serotonergic agonists, among others). While no
one mechanism can be used to explain this phenomenon or a partic-
ular patient type be described to judge the clinical relevance of the
effect, hormesis is likely to be at the root of the toxicity of drugs in
patients (Calabrese and Baldwin, 2003).

Section | / General Principles

Potency and Relative Efficacy

In general, the drug-receptor interaction is characterized
first by binding of drug to receptor and second by genera-
tion of a response in a biological system. The first func-
tion is governed by the chemical property of affinity, ruled
by the chemical forces that cause the drug to associate
reversibly with the receptor.

k
D+R e—1> DR — Response (1-25)

ky

This simple relationship, derived for drug—receptor
interactions from the Langmuir absorption isotherm, per-
mits an appreciation of the reliance of the interaction of
drug (D) with receptor (R) on both the forward or associa-
tion rate constant (k;) and the reverse or dissociation rate
constant (k,). At any given time, the concentration of ago-
nist-receptor complex [DR] is equal to the product of
k,[D][R] minus the product k,[DR]. At equilibrium (i.e.
when 0[DR]/07 = 0), k,[D][R] = k,[DR]. The equilibrium
dissociation constant (Kp,) is then described by ratio of the
off-rate and the on-rate (ky/k,).

_[DIR] _ &

BRT ~ T (1-26)

At equilibrium, Ky

The affinity constant is the reciprocal of the equilibri-
um dissociation constant (affinity constant = K, = 1/K,).
A high affinity means a small K, As a practical matter,
the affinity of a drug is influenced most often by changes
in its off-rate (k,) rather than its on-rate (k,). Although a
number of assumptions are made in this analysis, it is
generally useful for considering the interactions of drugs
with their receptors. Using this simple model of Equation
(1-26) permits us to write and expression of the fractional
occupancy (f) of receptors by agonist:

f= [drug-receptor complexes] _ [DR]

= (1-27)
[total receptors] [R]+[DR]

This can be expressed in terms of K, (or K;) and [D]:

KA[D] _ [D]

= (1-28)
1+K,[D] [D]+Kp

f:

Thus, when [D] = K}, a drug will occupy 50% of the
receptors present. From this analysis, it is possible to relate a
drug’s potency in a particular receptor system to its Kp,.
Potent drugs are those which elicit a response by binding to
a critical number of a particular receptor type at low concen-
trations (high affinity) compared with other drugs acting on
the same system and having lower affinity and thus requir-
ing more drug to bind to the same number of receptors.
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The generation of a response from the drug-receptor complex
is governed by a property described as efficacy. Where agonism is
the information encoded in a drug’s chemical structure that causes
the receptor to change conformation to produce a physiological or
biochemical response when the drug is bound, efficacy is that
property intrinsic to a particular drug that determines how “good”
an agonist the drug is. Historically, efficacy has been treated as a
proportionality constant that quantifies the extent of functional
change imparted to a receptor-mediated response system on bind-
ing a drug. Thus, a drug with high efficacy may be a full agonist
eliciting, at some concentration, a full response, whereas a drug
with a lower efficacy at the same receptor may not elicit a full
response at any dose. When it is possible to describe the relative
efficacy of drugs at a particular receptor, a drug with a low intrin-
sic efficacy will be a partial agonist.

Since the effects of drugs in the human body often are com-
pared as the physiological outcome of treatment (e.g., diuresis)
rather than comparisons of drugs at the same receptor, the term
relative efficacy can be used to characterize one drug versus
another. Thus, the relative efficacy of loop diuretics in the treat-
ment of heart failure is high, making them therapeutically useful;
the relative efficacy of thiazide diuretics (their capacity to produce
significant diuresis) in this setting is low, and they are of no thera-
peutic value.

Quantifying Agonism. Drugs have two observable prop-
erties in biological systems: potency and magnitude of
effect (when a biological response is produced). Potency is
controlled by four factors: Two relate to the biological sys-
tem containing the receptors (receptor density and efficien-
cy of the stimulus-response mechanisms of the tissue), and
two relate to the interaction of drug with its receptor (affini-
ty and efficacy). When the relative potency of two agonists
of equal efficacy is measured in the same biological sys-
tem, downstream signaling events are the same for both
drugs, and the comparison yields a relative measure of the
affinity and efficacy of the two agonists (Figure 1-10A). It
is convenient to describe agonist response by determining
the half-maximally effective concentration (ECs) for pro-
ducing a given effect. Thus, measuring agonist potency by
comparison of ECy, values is one method of measuring the
capability of different agonists to induce a response in a test
system and for predicting comparable activity in another.
Another method of estimating agonist activity is to com-
pare maximal asymptotes in systems where the agonists do
not produce maximal response (Figure 1-10B). The advan-
tage of using maxima is that this property depends solely
on efficacy, whereas potency is a mixed function of both
affinity and efficacy.

Quantifying Antagonism. Characteristic patterns of antag-
onism are associated with certain mechanisms of blockade
of receptors. One is simple competitive antagonism,
whereby a drug that lacks intrinsic efficacy but retains
affinity competes with the agonist for the binding site on
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Figure 1-10. Two ways of quantifying agonism. A. The rel-
ative potency of two agonists (drug X, gray line; drug y, blue
line) obtained in the same tissue is a function of their relative
affinities and intrinsic efficacies. The half-maximal effect of
drug x occurs at a concentration that is one-tenth the half-maxi-
mally effective concentration of drug y. Thus, drug x is more
potent than drug y. B. In systems where the two drugs do not
both produce the maximal response characteristic of the tissue,
the observed maximal response is a nonlinear function of their
relative intrinsic efficacies. Drug x is more efficacious than drug
y; their asymptotic fractional responses are 100% (drug x) and
50% (drugy).

the receptor. The characteristic pattern of such antago-
nism is the concentration-dependent production of a par-
allel shift to the right of the agonist dose—response curve
with no change in the maximal asymptotic response.
Competitive antagonism is surmountable by a sufficiently
high concentration of agonist (Figure 1-11A). The magni-
tude of the rightward shift of the curve depends on the
concentration of the antagonist and its affinity for the
receptor. The affinity of a competitive antagonist for its
receptor therefore can be determined according to its con-
centration-dependent capacity to shift the concentration—
response curve for an agonist rightward, as analyzed by
Schild (1957).

Note that a partial agonist similarly can compete with a
“full” agonist for binding to the receptor. However, increasing
concentrations of a partial agonist will inhibit response to a
finite level characteristic of the drug’s intrinsic efficacy; a com-
petitive antagonist will reduce the response to zero. Partial ago-
nists thus can be used therapeutically to buffer a response by
inhibiting untoward stimulation without totally abolishing the
stimulus from the receptor. The f receptor agent pindolol is an
example; it is a very weak partial agonist, a B-antagonist with
“intrinsic sympathomimetic activity” (see Chapters 10 and 31
through 33).

An antagonist may dissociate so slowly from the
receptor as to be essentially irreversible in its action.
Under these circumstances, the maximal response to the
agonist will be depressed at some antagonist concentra-
tions (Figure 1-11B). Operationally, this is referred to
as noncompetitive antagonism, although the molecular
mechanism of action really cannot be inferred unequivo-
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Figure I1=11. Mechanisms of receptor antagonism. A. Competitive antagonism occurs when the agonist A and antagonist I com-
pete for the same binding site on the receptor. Response curves for the agonist are shifted to the right in a concentration-related manner
by the antagonist such that the ECs,, for the agonist increases (e.g., L versus L’, L”, and L") with the concentration of the antagonist.
B. If the antagonist binds to the same site as the agonist but does so irreversibly or pseudo-irreversibly (slow dissociation but no cova-
lent bond), it causes a shift of the dose-response curve to the right, with further depression of the maximal response. Allosteric effects
occur when the ligand I binds to a different site on the receptor to either inhibit response (see panel C) or potentiate response (see
panel D). This effect is saturable; inhibition reaches a limiting value when the allosteric site is fully occupied.
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cally from the effect. An irreversible antagonist compet-
ing for the same binding site as the agonist also can pro-
duce the pattern of antagonism shown in Figure 1-11B.

Noncompetitive antagonism can be produced by anoth-
er type of drug, referred to as an allosteric antagonist.
This type of drug produces its effect by binding a site on
the receptor distinct from that of the primary agonist and
thereby changing the affinity of the receptor for the ago-
nist. In the case of an allosteric antagonist, the affinity of
the receptor for the agonist is decreased by the antagonist
(Figure 1-11C). In contrast, some allosteric effects could
potentiate the effects of agonists (Figure 1-11D). The inter-
action of benzodiazepines (anxiolytics) with the GABA ,
receptor to increase the receptor’s affinity for GABA is an
example of allosteric potentiation.

The quantification of drug-receptor interactions in a binding
assay can be used to estimate the affinity of agonist (K},) and antag-
onist drugs (K;) for receptors. In this approach, receptors are partial-
ly purified from a given cell or tissue (e.g., as membrane prepara-
tions) and studied directly in vitro using a radioactive form of a drug
with known specificity for the receptor. In the most straightforward
use of the method for the quantification of antagonist affinity (X;), a
series of competition studies is performed at equilibrium in the pres-
ence of a single K}, concentration of radioligand (e.g., that occupy-
ing 50% of the receptors present). Addition of the nonradioactive
drug to be studied at increasing concentrations and then separating
bound and free drug at equilibrium permit direct measurement of
the amount of radioligand bound in the presence of increasing con-
centrations of the antagonist. When the interaction is a bimolecular
competition between the radioligand and antagonist for binding to
the same site on the receptor, a sigmoid competition curve is
obtained (Figure 1-12). The antagonist concentration competing for
50% of the binding of the radioligand (IC5;) can be determined from
inspection or mathematically from curve fitting, whereas the K, for
an antagonist can be determined knowing the concentration of the
radioligand ([L]) employed and its K[, for the receptor.

ICy,
i =
1+ (L]
Kp

(1-29)

This relationship, known as the Cheng—Prusoff equation (Cheng
and Prusoff, 1973), can be employed for determining the potency of
antagonists at a given receptor and, when performed using subtype-
selective antagonists and nonselective radioligands, can quantify the
presence of receptor subtypes and the relative affinity of various
antagonists for them. Although the Cheng—Prusoff analysis assumes
a bimolecular reaction obeying the laws of mass action, mathemati-
cal approaches are also available for cases where cooperativity rath-
er than the presence of multiple receptor subtypes causes the Hill
coefficient to differ from unity (Cheng, 2004).

A similar analysis can be performed in experiments measuring a
functional response of a system to a drug and a competitive antago-
nist or inhibitor. Concentration curves are run with the agonist alone
and with the agonist plus an effective concentration of the antago-
nist (Figure 1-11A). As noted in the figure, as more antagonist (I) is
added, a higher concentration of the agonist (A) is needed to pro-
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Figure 1-12. Radioligand binding method for determining
antagonist affinity. Binding of a radioligand (L) to receptors in the
presence of increasing concentrations of a nonradioactive competi-
tive antagonist results in a competition curve, in this case, a curve
consistent with binding to a single population of identical receptors.
Determining the concentration of antagonist competing for 50% of
the receptors present (ICy,) and knowing the concentration of radioli-
gand [L] and its affinity (K, for the receptor permits calculation of
the antagonist affinity (K;) for more (x) and less (y) potent antago-
nists. A constant amount of radioligand and equal portions of cellular
material (receptor source) were placed in each reaction. Data are
amount of radioligand bound, expressed as a percentage of maximal
binding (i.e., in the absence of any competing ligand).

duce an equivalent response (the half-maximal, or 50%, response is
a convenient and accurately determined level of response). The
extent of the rightward shift of the concentration-dependence curve
is a measure of the effect of the inhibitor, and a more potent inhibi-
tor will cause a greater rightward shift than a less potent inhibitor at
the same concentration. One may write expressions of fractional
occupancy (f) of the receptor by agonist for the control curve and
each of the other curves.
For an agonist drug (D) alone,

_ (D] _
fconlrol - [—]ST:—KT) (1 30)

For the case of agonist plus antagonist (I),

£, = (D] i (1-31)
[D]+KD+(1 +Z)

1

Assuming that equal responses result from equal fractional
receptor occupancies in both the absence and presence of antago-
nist, one can set the fractional occupancies equal at agonist concen-
trations (L and L") that generate equivalent responses in Figure 1—
11A. Thus,

L _ L (1-32)
L+Kp L’+KD+(1 +[-I—])
Ki
Simplifying, we get:
Uy
T K. (1-33)

1
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where all values are known except K;. Thus, one can determine the
K, for a reversible, competitive antagonist without knowing the K
for the agonist and without needing to define the precise relation-
ship between receptor and response.

Inverse Agonists. The overexpression of wild-type receptors and the
creation of constitutively active mutant receptors have facilitated the
study of a novel class of functional antagonists, the inverse agonists. As
discussed earlier, receptors can adopt active conformations that produce
a cellular response spontaneously. The fraction of unoccupied receptors
in the active conformation usually is too low to allow observation of
their agonist-independent activity, but this activity sometimes can be
observed, especially when the receptor is expressed heterologously at
high levels or when mutation shifts the conformational equilibrium
toward the active form. In these situations, the tissue behaves as if there
were an agonist present, and a conventional competitive antagonist has
no effect. However, certain agents are capable of inhibiting agonist-inde-
pendent or constitutive signaling. These agents are termed inverse ago-
nists. Inverse agonists selectively bind to the inactive form of the recep-
tor and shift the conformational equilibrium toward the inactive state. In
systems that are not constitutively active, inverse agonists will behave
like competitive antagonists, which in part explains why the properties
of inverse agonists and the number of such agents previously described
as competitive antagonists were not appreciated until recently. Milligan
(2003) and Kenakin (2004) recently have reviewed inverse agonism.

It is not known to what extent constitutive receptor activity is a
physiologically or pathologically important phenomenon, and it is
therefore unclear to what extent inverse agonism is a therapeutically rel-
evant property. In some cases, however, the preferability of an inverse
agonist over a competitive antagonist is obvious. For example, the
human herpesvirus KSHV encodes a constitutively active chemokine
receptor that generates a second messenger that drives cell growth and
viral replication (Verzijl et al., 2004). In such a case, a conventional
antagonist would not be useful because no chemokine agonist is
involved; however, an inverse agonist could be an effective interven-
tion. In most cases, the role of inverse agonists is less clear but may be
of therapeutic benefit as we discover the importance of the various con-
formations in which receptors can exist. In this regard, there are two
important examples to consider. First is the discovery that GPCRs exist
in multiple states, as revealed by inverse agonists such as propranolol.
In cells overexpressing the human f3, adrenergic receptor (Azzi et al.,
2003), it is possible to measure both the antagonism of receptor activa-
tion of adenylyl cyclase produced by propranolol and the activation of
extracellular signal-regulated kinase (ERK1/2). These data reveal that
the inverse agonistic activity of propranolol puts the receptor in a con-
formation that is unable to interact with G, protein but is capable of
interacting with proteins such as B-arrestin to cause ERK activation.
Similar conclusions are drawn by studies with histamine H; receptors
and proxyfan (Gbahou et al., 2003). It is conceivable that the discovery
of drugs that select a particular conformation of a receptor (e.g., a
ligand-directed conformation) can be used to select the profile of effect
desired in a patient to improve therapy.
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CHAPTER

MEMBRANE TRANSPORTERS AND

DRUG RESPONSE

Kathleen M. Giacomini and Yuichi Sugiyama

Transporters are membrane proteins that are present in all
organisms. These proteins control the influx of essential
nutrients and ions and the efflux of cellular waste, envi-
ronmental toxins, and other xenobiotics. Consistent with
their critical roles in cellular homeostasis, approximately
2000 genes in the human genome ~7 of the total number
of genes code for transporters or transporter-related pro-
teins. The functions of membrane transporters may be
facilitated (equilibrative, not requiring energy) or active
(requiring energy).

In considering the transport of drugs, pharmacologists
generally focus on transporters from two major super-
families, ABC (ATP binding cassette) and SLC (solute
carrier) transporters. Most ABC proteins are primary
active transporters, which rely on ATP hydrolysis to
actively pump their substrates across membranes. There
are 49 known genes for ABC proteins that can be
grouped into seven subclasses or families (ABCA to
ABCG) (Borst and Elferink, 2002). Among the best
recognized transporters in the ABC superfamily are P-
glycoprotein (P-gp, encoded by ABCBI, also termed
MDRI) and the cystic fibrosis transmembrane regulator
(CFTR, encoded by ABCC7). The SLC superfamily
includes genes that encode facilitated transporters and
ion-coupled secondary active transporters that reside in
various cell membranes. Forty-three SLC families with
approximately 300 transporters have been identified in
the human genome (Hediger, 2004). Many serve as drug
targets or in drug absorption and disposition. Widely
recognized SLC transporters include the serotonin and
dopamine transporters (SERT, encoded by SLC6A4;
DAT, encoded by SLC6A3).

Drug-transporting proteins operate in pharmacokinetic
and pharmacodynamic pathways, including pathways

Copyright © 2006, 2001, 1996, 1990, 1985, 1980, 1975, 1970, 1965, 1955, 1941 by The McGraw-Hill Companies, Inc. Click here for terms of use.

involved in both therapeutic and adverse effects (Figure
2-1).

MEMBRANE TRANSPORTERS IN
THERAPEUTIC DRUG RESPONSES

Pharmacokinetics. Transporters that are important in
pharmacokinetics generally are located in intestinal, renal,
and hepatic epithelia. They function in the selective
absorption and elimination of endogenous substances and
xenobiotics, including drugs (Dresser ef al., 2001; Kim,
2002). Transporters work in concert with drug-metaboliz-
ing enzymes to eliminate drugs and their metabolites (Fig-
ure 2-2). In addition, transporters in various cell types
mediate tissue-specific drug distribution (drug targeting);
conversely, transporters also may serve as protective bar-
riers to particular organs and cell types. For example, P-
glycoprotein in the blood-brain barrier protects the cen-
tral nervous system (CNS) from a variety of structurally
diverse compounds through its efflux mechanisms. Many
of the transporters that are relevant to drug response con-
trol the tissue distribution as well as the absorption and
elimination of drugs.

Pharmacodynamics: Transporters as Drug Targets.
Membrane transporters are the targets of many clinically
used drugs. For example, neurotransmitter transporters are
the targets for drugs used in the treatment of neuropsychia-
tric disorders (Amara and Sonders, 1998; Inoue et al.,
2002). SERT (SLC6A4) is a target for a major class of anti-
depressant drugs, the serotonin selective reuptake inhibitors
(SSRIs). Other neurotransmitter reuptake transporters serve
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Figure 2~1. Roles of membrane transporters in pharmacokinetic pathways. Membrane transporters (T) play roles in pharmaco-
kinetic pathways (drug absorption, distribution, metabolism, and excretion), thereby setting systemic drug levels. Drug levels often

drive therapeutic and adverse drug effects.

as drug targets for the tricyclic antidepressants, various
amphetamines (including amphetaminelike drugs used in
the treatment of attention deficit disorder in children), and
anticonvulsants (Amara and Sonders, 1998; Jones et al.,
1998; Elliott and Beveridge, 2005). These transporters also

Metabolite 2

may be involved in the pathogenesis of neuropsychiatric
disorders, including Alzheimer’s and Parkinson’s diseases
(Shigeri et al., 2004). Transporters that are nonneuronal
also may be potential drug targets, e.g., cholesterol trans-
porters in cardiovascular disease, nucleoside transporters in

Blood

Hepatocyte

Bile
canaliculus

Figure 2-2. Hepatic drug transporters. Membrane transporters, shown as hexagons with arrows, work in concert with phase 1 and
phase 2 drug-metabolizing enzymes in the hepatocyte to mediate the uptake and efflux of drugs and their metabolites.
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cancers, glucose transporters in metabolic syndromes, and
Na*-H* antiporters in hypertension (Damaraju et al., 2003;
Pascual et al., 2004; Rader, 2003; Rosskopf et al., 1993).

Drug Resistance. Membrane transporters play a critical
role in the development of resistance to anticancer drugs,
antiviral agents, and anticonvulsants. For example, P-gly-
coprotein is overexpressed in tumor cells after exposure to
cytotoxic anticancer agents (Gottesman et al., 1996; Lin
and Yamazaki, 2003; Leslie et al., 2005). P-glycoprotein
pumps out the anticancer drugs, rendering cells resistant
to their cytotoxic effects. Other transporters, including
breast cancer resistance protein (BCRP), the organic
anion transporters, and several nucleoside transporters,
also have been implicated in resistance to anticancer
drugs (Clarke et al., 2002; Suzuki et al., 2001). The over-
expression of multidrug-resistance protein 4 (MRP4) is
associated with resistance to antiviral nucleoside analogs
(Schuetz et al., 1999).

MEMBRANE TRANSPORTERS AND
ADVERSE DRUG RESPONSES

Through import and export mechanisms, transporters ulti-
mately control the exposure of cells to chemical carcino-
gens, environmental toxins, and drugs. Thus, transporters
play critical roles in the cellular toxicities of these agents.
Transporter-mediated adverse drug responses generally can
be classified into three categories, as shown in Figure 2-3.

Transporters in the liver and kidney affect the exposure
of drugs in the toxicological target organs. Transporters
expressed in the liver and kidney, as well as metabolic
enzymes, are key determinants of drug exposure in the cir-
culating blood (Mizuno et al., 2003) (Figure 2-3, top panel).
For example, after oral administration of an HMG-CoA
reductase inhibitor (e.g., pravastatin), the efficient first-pass
hepatic uptake of the drug by the organic anion—transporting
polypeptide OATP1B1 maximizes the effects of such drugs
on hepatic HMG-CoA reductase. Uptake by OATP1BI1 also
minimizes the escape of these drugs into the systemic circu-
lation, where they can cause adverse responses such as skel-
etal muscle myopathy. Transporters in the liver and kidney,
which control the total clearance of drugs, thus have an
influence on the plasma concentration profiles and subse-
quent exposure to the toxicological target.

Transporters in toxicological target organs or at barriers
to such organs affect drug exposure by the target organs.
Transporters expressed in tissues that may be targets for
drug toxicity (e.g., brain) or in barriers to such tissues
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[e.g., the blood-brain barrier (BBB)] can tightly control
local drug concentrations and thus control the exposure of
these tissues to the drug (Figure 2-3, middle panel). For
example, to restrict the penetration of compounds into the
brain, endothelial cells in the BBB are closely linked by
tight junctions, and some efflux transporters are expressed
on the blood-facing (luminal) side. The importance of the
ABC transporter multidrug-resistance protein (ABCBI,
MDR1; P-glycoprotein, P-gp) in the BBB has been dem-
onstrated in mdrla knockout mice (Schinkel et al., 1994).
The brain concentrations of many P-glycoprotein sub-
strates, such as digoxin, used in the treatment of heart fail-
ure (see Chapters 33 and 34), and cyclosporin A (see
Chapter 52), an immunosuppressant, are increased dramat-
ically in mdrla(—/-) mice, whereas their plasma concentra-
tions are not changed significantly.

Another example of transporter control of drug exposure
can be seen in the interactions of loperamide and quinidine.
Loperamide is a peripheral opioid used in the treatment of
diarrhea and is a substrate of P-glycoprotein. Coadministra-
tion of loperamide and the potent P-glycoprotein inhibitor
quinidine results in significant respiratory depression, an
adverse response to the loperamide (Sadeque et al., 2000).
Because plasma concentrations of loperamide are not
changed in the presence of quinidine, it has been suggested
that quinidine inhibits P-glycoprotein in the BBB, resulting
in an increased exposure of the CNS to loperamide and
bringing about the respiratory depression. Inhibition of P-
glycoprotein-mediated efflux in the BBB thus would cause
an increase in the concentration of substrates in the CNS
and potentiate adverse effects.

Drug-induced toxicity sometimes is caused by the con-
centrative tissue distribution mediated by influx transport-
ers. For example, biguanides (e.g., metformin and phen-
formin), widely used as oral hypoglycemic agents for the
treatment of type II diabetes mellitus, can produce lactic
acidosis, a lethal side effect. Phenformin was withdrawn
from the market for this reason. Biguanides are substrates
of the organic cation transporter OCT1, which is highly
expressed in the liver. After oral administration of met-
formin, the distribution of the drug to the liver in octl/(—/~-)
mice is markedly reduced compared with the distribution
in wild-type mice. Moreover, plasma lactic acid concen-
trations induced by metformin are reduced in octl(—/~)
mice compared with wild-type mice, although the plasma
concentrations of metformin are similar in the wild-type
and knockout mice. These results indicate that the OCT1-
mediated hepatic uptake of biguanides plays an important
role in lactic acidosis (Wang et al., 2003).

The organic anion transporter 1 (OAT1) provides another
example of transporter-related toxicity. OAT1 is expressed
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Figure 2—3. Major mechanisms by which transporters mediate adverse drug responses. Three cases are given. The left panel of
each case provides a cartoon representation of the mechanism; the right panel shows the resulting effect on drug levels. (Top panel)
Increase in the plasma concentrations of drug due to a decrease in the uptake and/or secretion in clearance organs such as the liver and
kidney. (Middle panel) Increase in the concentration of drug in toxicological target organs due either to the enhanced uptake or to reduced
efflux of the drug. (Bottom panel) Increase in the plasma concentration of an endogenous compound (e.g., a bile acid) due to a drug’s
inhibiting the influx of the endogenous compound in its eliminating or target organ. The diagram also may represent an increase in the
concentration of the endogenous compound in the target organ owing to drug-inhibited efflux of the endogenous compound.

mainly in the kidney and is responsible for the renal tubular
secretion of anionic compounds. Some reports have indicat-
ed that substrates of OAT1, such as cephaloridine, a -lac-
tam antibiotic, sometimes cause nephrotoxicity. In vitro
experiments suggest that cephaloridine is a substrate of
OAT1 and that OAT1-expressing cells are more susceptible
to cephaloridine toxicity than control cells.

Transporters for endogenous ligands may be modulat-
ed by drugs and thereby exert adverse effects (Figure 2—
3, bottom panel). For example, bile acids are taken up

mainly by Na‘*-traurocholate cotransporting polypeptide
(NTCP) (Hagenbuch et al., 1991) and excreted into the bile
by the bile salt export pump (BSEP, ABCBI11) (Gerloff et
al., 1998). Bilirubin is taken up by OATP1B1 and conjugat-
ed with glucuronic acid, and bilirubin glucuronide is excret-
ed by the multidrug-resistance-associated protein (MRP2,
ABCC2). Inhibition of these transporters by drugs may
cause cholestasis or hyperbilirubinemia. Troglitazone, a thi-
azolidinedione insulin-sensitizing drug used for the treat-
ment of type II diabetes mellitus, was withdrawn from the
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market because it caused hepatotoxicity. The mechanism for
this troglitazone-induced hepatotoxicity remains unclear.
One hypothesis is that troglitazone and its sulfate conjugate
induced cholestasis. Troglitazone sulfate potently inhibits
the efflux of taurocholate (K; = 0.2 uM) mediated by the
ABC transporter BSEP. These findings suggest that troglita-
zone sulfate induces cholestasis by inhibition of BSEP func-
tion. BSEP-mediated transport is also inhibited by other
drugs, including cyclosporin A and the antibiotics rifamycin
and rifampicin (Stieger et al., 2000).

Thus, uptake and efflux transporters determine the
plasma and tissue concentrations of endogenous com-
pounds and xenobiotics and thereby can influence the sys-
temic or site-specific toxicity of drugs.

BASIC MECHANISMS OF
MEMBRANE TRANSPORT

Transporters versus Channels. Both channels and transporters facil-
itate the membrane permeation of inorganic ions and organic com-
pounds (Reuss, 2000). In general, channels have two primary
states, open and closed, that are totally stochastic phenomena. Only
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in the open state do channels appear to act as pores for the selected
ions, allowing their permeation across the plasma membrane. After
opening, channels return to the closed state as a function of time. In
contrast, a transporter forms an intermediate complex with the sub-
strate (solute), and subsequently a conformational change in the
transporter induces translocation of the substrates to the other side
of the membrane. Therefore, there is a marked difference in turn-
over rates between channels and transporters. The turnover rate
constants of typical channels are 10° to 10% s~!, whereas those of
transporters are, at most, 10! to 10% s”'. Because a particular trans-
porter forms intermediate complexes with specific compounds
(referred to as substrates), transporter-mediated membrane trans-
port is characterized by saturability and inhibition by substrate ana-
logs, as described below.

The basic mechanisms involved in solute transport across bio-
logical membranes include passive diffusion, facilitated diffusion,
and active transport. Active transport can be further subdivided into
primary and secondary active transport. These mechanisms are
depicted in Figure 2—4 and described below.

Passive Diffusion. Simple diffusion of a solute across
the plasma membrane consists of three processes: parti-
tion from the aqueous to the lipid phase, diffusion across
the lipid bilayer, and repartition into the aqueous phase on
the opposite side. Diffusion of any solute (including
drugs) occurs down an electrochemical potential gradient
Au of the solute, given by the equation:

Active transport (uphill transport)
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Figure 2~4. Classification of membrane transport mechanisms. Light blue circles depict the substrate. Size of the circles is
proportional to the concentration of the substrate. Arrows show the direction of flux. Black squares represent the ion that supplies the
driving force for transport (size is proportional to the concentration of the ion). Dark blue ovals depict transport proteins.
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where z is the charge valence of the solute, E, is the
membrane voltage, F is the Faraday constant, R is the gas
constant, 7 is the absolute temperature, C is the concen-
tration of the solute inside (i) and outside (o) of the plas-
ma membrane. The first term on the right side in Eq. (2-1)
represents the electrical potential, and the second repre-
sents the chemical potential.

For nonionized compounds, the flux J owing to simple diffusion
is given by Fick’s first law (permeability multiplied by the concen-
tration difference). For ionized compounds, the difference in electri-
cal potential across the plasma membrane needs to be taken into
consideration. Assuming that the electrical field is constant, the flux
is given by the Goldman—Hodgkin—Katz equation:

(2-2)

_ ZE,F[C;-C,exp(E, F/RT)
T RT[ 1—exp(E, F/RT) }

where P represents the permeability. The lipid and water solubility
and the molecular weight and shape of the solute are determinants
of the flux in passive diffusion; they are incorporated in the per-
meability constant P. The permeability constant positively corre-
lates with the lipophilicity, determined by the partition between
water and organic solvents, such as octanol, and is also related to
the inverse of the square root of the molecular weight of the sol-
ute. At steady state, the electrochemical potentials of all com-
pounds become equal across the plasma membrane. In the case of
nonionized compounds, the steady-state concentrations are equal
across the plasma membrane. For ionized compounds, however,
the steady-state concentration ratio across the plasma membrane is
affected by the membrane voltage and given by the Nernst equa-
tion (Eq. 2-3).

(2-3)

The membrane voltage is maintained by the ion gradients across the
membrane.

Facilitated Diffusion. Diffusion of ions and organic
compounds across the plasma membrane may be facili-
tated by a membrane transporter. Facilitated diffusion
is a form of transporter-mediated membrane transport
that does not require energy input. Just as in passive
diffusion, the transport of ionized and un-ionized com-
pounds across the plasma membrane occurs down their
electrochemical potential gradient. Therefore, steady
state will be achieved when the electrochemical poten-
tials of the compound on both sides of the membrane
become equal.

Section | / General Principles

Active Transport. Active transport is the form of mem-
brane transport that requires the input of energy. It is the
transport of solutes against their electrochemical gradi-
ents, leading to the concentration of solutes on one side of
the plasma membrane and the creation of potential energy
in the electrochemical gradient formed. Active transport
plays an important role in the uptake and efflux of drugs
and other solutes. Depending on the driving force, active
transport can be subdivided into primary and secondary
active transport (Figure 2—4).

Primary Active Transport. Membrane transport that
directly couples with ATP hydrolysis is called primary
active transport. ABC transporters are examples of pri-
mary active transporters. They contain one or two ATP
binding cassettes and a highly conserved domain in the
intracellular loop region that exhibits ATPase activity.
In mammalian cells, primary active transporters mediate
the unidirectional efflux of solutes across biological
membranes. The molecular mechanism by which ATP
hydrolysis is coupled to the active transport of sub-
strates by ABC transporters is a subject of current
investigation.

Secondary Active Transport. In secondary active
transport, the transport across a biological membrane
of one solute S, against its concentration gradient is
energetically driven by the transport of another solute
S, in accordance with its concentration gradient. The
driving force for this type of transport therefore is
stored in the electrochemical potential created by the
concentration difference of §, across the plasma mem-
brane. For example, an inwardly directed Na* concen-
tration gradient across the plasma membrane is created
by Na*,K*-ATPase. Under these conditions, inward
movement of Na* produces the energy to drive the
movement of a substrate §; against its concentration
gradient by a secondary active transporter as in Na*/
Ca’* exchange.

Depending on the transport direction of the solute, secondary
active transporters are classified as either symporters or antiport-
ers. Symporters, also termed cotransporters, transport S, and S, in
the same direction, whereas antiporters, also termed exchangers,
move their substrates in opposite directions (Figure 2—4). The free
energy produced by one extracellular sodium ion (Na*) is given by
the difference in the electrochemical potential across the plasma
membrane:

C. .
Aply, = EmF+RT1n(_%) (2-4)

Na, o

The electrochemical potential of a nonionized compound A
acquired from one extracellular Na* is less than this value:
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Apg+Aly,<0 (2-5)

Therefore, the concentration ratio of the compound is given by
the following equation:

s /C _E F
Oig (M) exp (_m) (2-6)
SU CNa, i RT

Assuming that the concentration ratio of Na* is 10 and that E is
—60 mV, ideally, symport of one nonionized organic compound with
one Na* ion can achieve a one hundredfold difference in the intra-
cellular substrate concentration compared with the extracellular con-
centration. When more than one Na* ion is coupled to the move-
ment of the solute, a synergistic driving force results. For the case in
which two Na* ions are involved,

Si (Cnao  (-2E,F
_’s( N“’”) exp( i ) -7)
S, \Cya RT

In this case, the substrate ideally is concentrated intracellularly
one thousandfold relative to the extracellular space under the same
conditions. The Na*/Ca®* antiporter shows the effect of this depen-
dence in the square of the concentration ratio of Na*; Ca>* is trans-
ported from the cytosol (0.1 uM < [Ca®*] < 1 uM) to the plasma
[Ca’*]see ~ 1.25 mM.

KINETICS OF TRANSPORT

The flux of a substrate (rate of transport) across a bio-
logical membrane via transporter-mediated processes is
characterized by saturability. The relationship between
the flux v and substrate concentration C in a transporter-
mediated process is given by the Michaelis—Menten
equation:

Voax €

v= & (2-8)
K, +C

where V. is the maximum transport rate and is propor-

tional to the density of transporters on the plasma mem-
brane, and K, is the Michaelis constant, which repre-
sents the substrate concentration at which the flux is half
the V.. value. K is an approximation of the dissocia-
tion constant of the substrate from the intermediate com-
plex. When C is small compared with the K value, the
flux is increased in proportion to the substrate concen-
tration (roughly linear with substrate concentration).
However, if C is large compared with the K| value, the
flux approaches a constant value (V). The K and
Vimax values can be determined by examining the flux at
different substrate concentrations. The Eadie-Hofstee
plot often is used for graphical interpretation of satura-
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tion kinetics. Plotting clearance v/C on the y axis and
flux v on the x axis gives a straight line. The y intercept
represents the ratio V, /K, and the slope of the line is
the inverse of the K, value:

\%
_ "max C (2-9)

al=
>
=

Involvement of multiple transporters with different K|
values gives an Eadie—Hofstee plot that is curved. In alge-
braic terms, the Eadie—Hofstee plot of kinetic data is
equivalent to the Scatchard plot of equilibrium binding
data.

Transporter-mediated membrane transport of a sub-
strate is also characterized by inhibition by other com-
pounds. The manner of inhibition can be categorized as
one of three types: competitive, noncompetitive, and
uncompetitive.

Competitive inhibition occurs when substrates and inhibitors
share a common binding site on the transporter, resulting in an
increase in the apparent K, value in the presence of inhibitor. The
flux of a substrate in the presence of a competitive inhibitor is

y = ____V_mi"_c____ (2-10)
K,(1+1/K;)+C

where / is the concentration of inhibitor, and K, is the inhibition

constant.

Noncompetitive inhibition assumes that the inhibitor has an
allosteric effect on the transporter, does not inhibit the formation of
an intermediate complex of substrate and transporter, but does
inhibit the subsequent translocation process.

Vo (1 +1/K,) - C
b= Vma/( i) (2-11)

K, +C

Uncompetitive inhibition assumes that inhibitors can form a
complex only with an intermediate complex of the substrate and
transporter and inhibit subsequent translocation.

 Vi/(A+1/K) - C
CK,/(0+I/K)+C

m

(2-12)

VECTORIAL TRANSPORT

The SLC type of transporter mediates either drug uptake
or efflux, whereas ABC transporters mediate only unidi-
rectional efflux. Asymmetrical transport across a mono-
layer of polarized cells, such as the epithelial and endo-
thelial cells of brain capillaries, is called vectorial
transport (Figure 2-5). Vectorial transport is important in
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Figure 2—-5. Transepithelial or transendothelial flux. Transepithelial or transendothelial flux of drugs requires distinct transport-
ers at the two surfaces of the epithelial or endothelial barriers. These are depicted diagrammatically for transport across the small intes-
tine (absorption), the kidney and liver (elimination), and the brain capillaries that comprise the blood—brain barrier.

the efficient transfer of solutes across epithelial or endo-
thelial barriers. For example, vectorial transport is impor-
tant for the absorption of nutrients and bile acids in the
intestine. From the viewpoint of drug absorption and dis-
position, vectorial transport plays a major role in hepato-
biliary and urinary excretion of drugs from the blood to
the lumen and in the intestinal absorption of drugs. In
addition, efflux of drugs from the brain via brain endothe-
lial cells and brain choroid plexus epithelial cells involves
vectorial transport.

For lipophilic compounds that have sufficient mem-
brane permeability, ABC transporters alone are able to
achieve vectorial transport by extruding their substrates to
the outside of cells without the help of influx transporters
(Horio et al., 1990). For relatively hydrophilic organic
anions and cations, coordinated uptake and efflux trans-
porters in the polarized plasma membranes are necessary
to achieve the vectorial movement of solutes across an
epithelium. Common substrates of coordinated transport-
ers are transferred efficiently across the epithelial barrier
(Sasaki et al., 2002). In the liver, a number of transporters
with different substrate specificities are localized on the
sinusoidal membrane (facing blood). These transporters
are involved in the uptake of bile acids, amphipathic
organic anions, and hydrophilic organic cations into the
hepatocytes. Similarly, ABC transporters on the canalicu-
lar membrane (facing bile) export such compounds into
the bile. Overlapping substrate specificities between the
uptake transporters (OATP family) and efflux transporters
(MRP family) make the vectorial transport of organic

anions highly efficient. Similar transport systems also are
present in the intestine, renal tubules, and endothelial cells
of the brain capillaries (Figure 2-5).

Regulation of Transporter Expression. Transporter expression can
be regulated transcriptionally in response to drug treatment and
pathophysiological conditions, resulting in induction or down-
regulation of transporter mRNAs. Recent studies have described
important roles of type II nuclear receptors, which form het-
erodimers with the 9-cis-retinoic acid receptor (RXR), in regu-
lating drug-metabolizing enzymes and transporters (Kullak-
Ublick et al., 2004; Wang and LeCluyse, 2003). Such receptors
include pregnane X receptor (PXR/NR1I2), constitutive andros-
tane receptor (CAR/NRI1I3), farnesoid X receptor (FXR/
NR1H4), PPAR « (peroxisome proliferator-activated receptor o),
and retinoic acid receptor (RAR). Except for CAR, these are
ligand-activated nuclear receptors that, as heterodimers with
RXR, bind specific elements in the enhancer regions of target
genes. CAR has constitutive transcriptional activity that is
antagonized by inverse agonists such as androstenol and
androstanol and induced by barbiturates. PXR, also referred to
as steroid X receptor (SXR) in humans, is activated by synthetic
and endogenous steroids, bile acids, and drugs such as clotrim-
azole, phenobarbital, rifampicin, sulfinpyrazone, ritonavir, car-
bamazepine, phenytoin, sulfadimidine, taxol, and hyperforin (a
constituent of St. John’s wort). Table 2—1 summarizes the effects
of drug activation of type II nuclear receptors on expression of
transporters. The potency of activators of PXR varies among
species such that rodents are not necessarily a model for effects
in humans. There is an overlap of substrates between CYP3A4
and P-glycoprotein, and PXR mediates coinduction of CYP3A4
and P-glycoprotein, supporting their synergetic cooperation in
efficient detoxification. See Table 3—4 and Figure 3—13 for infor-
mation on the role of type II nuclear receptors in induction of
drug-metabolizing enzymes.
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Table 2-1
Regulation of Transporter Expression by Nuclear Receptors
TRANSCRIPTION
TRANSPORTER  SPECIES  FACTOR LIGAND (DOSE)
MDRI1 (P-gp) Human PXR
Rifampicin
(600 mg/day, 10 days)
Rifampicin
(600 mg/day, 10 days
Rifampicin
(600 mg/day, 9 days)
MRP2 Human PXR Rifampicin
(600 mg/day, 9 days)
Rifampicin/hyperforin
FXR GW4064/chenodeoxy-
cholate
Mouse  PXR PCN/dexamethasone
CAR Phenobarbital
Rat PXR/FXR/CAR  PCN/GW4064/phenobar-
bital
PXR/FXR/CAR
BSEP Human FXR Chenodeoxycholate,
GW4064
Ntep Rat SHP1
OATPIB1 Human SHPI
OATP1B3 Human FXR Chenodeoxycholate
MDR2 Mouse  PPARa Ciprofibrate (0.05% w/w

in diet)
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EFFECT OF LIGAND

T Transcription activity (promoter assay)

T Expression in duodenum in healthy
subjects

 Oral bioavailability of digoxin in
healthy subjects

J AUC of talinolol after IV and oral
administration in healthy subjects

T Expression in duodenum in healthy
subjects

T Expression in human hepatocytes

T Expression in HepG2 cells

T Expression in mouse hepatocyte

T Expression in hepatocyte of PXR KO
mice (promoter assay)

T Expression in rat hepatocytes

T Transcription activity (promoter assay)
T Transcription activity (promoter assay)

| RAR mediated transcription
Indirect effect on HNF1a expression
T Expression in hepatoma cells

T Expression in the liver

See Geick et al., 2001; Greiner et al., 1999; Kok et al., 2003.

MOLECULAR STRUCTURES
OF TRANSPORTERS

Predictions of secondary structure of membrane trans-
port proteins based on hydropathy analysis indicate that
membrane transporters in the SLC and ABC superfami-
lies are multi-membrane-spanning proteins. A typical
predicted secondary structure of the ABC transporter
MRP2 (ABCC2) is shown in Figure 2-6. However,
understanding the secondary structure of a membrane
transporter provides little information on how the trans-
porter functions to translocate its substrates. For this,
information on the tertiary structure of the transporter is

needed, along with complementary molecular informa-
tion about the residues in the transporter that are
involved in the recognition, association, and dissociation
of its substrates.

To obtain high-resolution structures of membrane proteins, the
proteins first must be crystallized, and then the crystal structure
must be deduced from analysis of x-ray diffraction patterns. Crys-
tal structures generally are difficult to obtain for membrane pro-
teins primarily because of their amphipathic needs for stabiliza-
tion. Further, membrane proteins generally are in low abundance,
so obtaining sufficient quantities for structural determination is
difficult. The few membrane transporters that have been crystal-
lized are bacterial proteins that can be expressed in high abun-
dance. Information on two representative membrane transporters
that have been crystallized and analyzed at relatively high resolu-
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Cytoplasm

Figure 2=6. Predicted secondary structure of MRP2 based on hydropathy analysis. The dark blue circles depict glycosylation
sites; Walker A motif is colored light blue; black boxes represent the Walker B motif. Light gray is the middle region between
the two motifs. The Walker A motifs interact with o and 8 phosphates of di- and tri-nucleotides; the Walker B motifs help to

coordinate Mg?*.

tion (<4 A) serves to illustrate some basic structural properties of
membrane transporters. One of the transporters, MsbA, is an ABC
transporter from E. coli with homology to multidrug-resistance
efflux pumps in mammals. The second transporter, LacY, is a pro-
ton symporter, also from E. coli, that translocates lactose and other
oligosaccharides. Each of these transporters is illustrative of a dif-
ferent transport mechanism.

Lipid Flippase (MsbA). MsbA is an ABC transporter in E. coli that,
like other ABC transporters, hydrolyzes ATP to export its substrate.
Based on an x-ray crystal structure, MsbA forms a homodimer con-
sisting of two six-transmembrane units, each with a nucleotide-bind-
ing domain on the cytoplasmic surface (Chang and Roth, 2001)
(Figure 2-7). The hexaspanning unit consists of six o-helices. There
is a central chamber with an asymmetrical distribution of charged
residues. A transport mechanism that is consistent with this asym-
metrical distribution of charges is a “flippase” mechanism. That is,
substrates in the inner leaflet of the bilayer are recognized by MsbA
and then flipped to the outer leaflet of the bilayer. This hypothetical
mechanism, although intriguing, leaves many questions unan-
swered. For example, how is the energy of ATP hydrolysis coupled
to the flipping process? Once in the outer leaflet, how are substrates
translocated to the extracellular space? Nevertheless, from this
structure and other structures, we now know that transmembrane
domains form o-helices, that six-unit dimers are central to the trans-
port mechanism, and that there is an asymmetrical distribution of
charged residues in a central chamber.

Lactose Permease Symporter (LacY). Lactose permease is a bacte-
rial transporter that belongs to the major facilitator superfamily
(MFES). This transporter is a proton-coupled symporter. A high-
resolution X-ray crystal structure has been obtained for the proto-

nated form of a mutant of LacY (C154G) at a 3.5-A orresolution
(Abramson et al., 2003) (Figure 2-8). In brief, LacY is com-
prised of two units of six membrane-spanning o-helices. The
crystal structure showed substrate located at the interface of the

Figure 2-7. Structure showing the backbone of MsbA from
E. coli. The structure shows a central chamber and a
homodimer formed by units of six-transmembrane o-helices.
Structure was reconstructed by Libusha Kelly using the coordi-
nates deposited in the Protein Data Bank (PDB; http://
www.rcsb.org/pdb/).
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two units and in the middle of the membrane. This location is
consistent with an alternating-access transport mechanism in
which the substrate recognition site is accessible to the cytosolic
and then the extracellular surface but not to both simultaneously.
Eight helices form the surface of the hydrophilic cavity, and each
contains proline and glycine residues that result in kinks in the
cavity. From LacY, we now know that as in the case of MsbA,
six membrane-spanning o-helices are critical structural units for
transport by LacY.

TRANSPORTER SUPERFAMILIES
IN THE HUMAN GENOME

Two major gene superfamilies play critical roles in the trans-
port of drugs across plasma and other biological membranes:
the SLC and ABC superfamilies. Web sites that have infor-
mation on these families include http:/nutrigene.4t.com/
humanabc.htm (ABC  superfamily), hitp://www.biopara-
digms.org/sic/intro.asp (SLC superfamily), http://www.phar-
maconference.org/slctable.asp (SLC superfamily), and http:/
mwww.TP_Search.jp/ (drug transporters). Information on
pharmacogenetics of these transporters can be found in
Chapter 4 and at http://www.pharmgkb.org and http:/
www.pharmacogenetics.ucsf.edu.

SLC Transporters. The solute carrier (SLC) superfamily
includes 43 families and represents approximately 300
genes in the human genome. The nomenclature of the
transporters within each family is listed under the Human
Genome Organization (HUGO) Nomenclature Commit-
tee database at hrtp://www.gene.ucl.ac.uk/nomenclature/.
Table 2-2 lists the families in the human SLC superfam-
ily and some of the genetic diseases that are associated
with members of selected families. The family name
provides a description of the function(s) of each family.
However, some caution should be exercised in interpre-
tation of family names because individual family mem-
bers may have vastly different specificities or functional
roles. All the SLC families with members in the human
genome were reviewed recently (Hediger, 2004). In
brief, transporters in the SLC superfamily transport
diverse ionic and nonionic endogenous compounds and
xenobiotics. SLC superfamily transporters may be facili-
tated transporters or secondary active symporters or anti-
porters. The first SLC family transporter was cloned in
1987 by expression cloning in Xenopus laevis oocytes
(Hediger et al., 1987). Since then, many transporters in
the SLC superfamily have been cloned and characterized
functionally. Predictive models defining important char-
acteristics of substrate binding and knockout mouse
models defining the in vivo role of specific transporters
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Figure 2-8. Structure of the protonated form of a mutant of
LacY. Two units of six-membrane-spanning ¢-helices (shown
as colored ribbons) are present. Substrate (depicted as gray and
black balls) is bound to the interface of the two units and in the
middle of the membrane. Structure has been redrawn from coor-
dinates in Protein Data Bank (http://www.rcsb.org/pdb/).

have been constructed for many SLC transporters
(Chang et al., 2004; Ocheltree et al., 2004). In general,
in this chapter we focus on SLC transporters in the
human genome, which are designated by capital letters
(SLC transporters in rodent genomes are designated by
lowercase letters).

ABC Superfamily. In 1976, Juliano and Ling reported
that overexpression of a membrane protein in colchi-
cine-resistant Chinese hamster ovary cells also resulted
in acquired resistance to many structurally unrelated
drugs (i.e., multidrug resistance) (Juliano and Ling,
1976). Since the cDNA cloning of this first mammali-
an ABC protein (P-glycoprotein/MDR1/ABCB1), the
ABC superfamily has continued to grow; it now con-
sists of 49 genes, each containing one or two conserved
ABC regions (Borst and Elferink, 2002). The ABC
region is a core catalytic domain of ATP hydrolysis
and contains Walker A and B sequences and an ABC
transporter-specific signature C sequence (Figure 2-6).
The ABC regions of these proteins bind and hydrolyze
ATP, and the proteins use the energy for uphill trans-
port of their substrates across the membrane. Although


http://nutrigene.4t.com/humanabc.htm
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Table 2-2

Families in the Human Solute Carrier Superfamily

GENE
NAME

SLCI

SLC2
SLC3

SLC4

SLCS

SLC6

SLC7
SLC8

SLCY

SLC10
SLC11
SLCI2

SLC13

SLC14
SLC15
SLC16
SLC17
SLC18
SLC19

SLC20

SLC21/
SLCO
SLC22

SLC23
SLC24
SLC25
SLC26

SLC27

FAMILY NAME

High-affinity glutamate and neu-
tral amino acid transporter
Facilitative GLUT transporter
Heavy subunits of the heteromeric
amino acid transporters
Bicarbonate transporter

Nat glucose cotransporter

Na*- and Cl"-dependent neu-

rotransmitter transporter
Cationic amino acid transporter
Nat/Ca®" exchanger

Na*/H* exchanger

Na* bile salt cotransporter

H* coupled metal ion transporter

Electroneutral cation—Cl~
cotransporter family

Nat*—sulfate/carboxylate
cotransporter

Urea transporter

*—oligopeptide cotransporter

Monocarboxylate transporter

Vesicular glutamate transporter

Vesicular amine transporter

Folate/thiamine transporter

Type III Na*—phosphate
cotransporter
Organic anion transporter

Organic cation/anion/zwitterion
transporter

Na*-dependent ascorbate transporter

Na*/(Ca’*-K*) exchanger
Mitochondrial carrier
Multifunctional anion exchanger

Fatty acid transporter protein

NUMBER
OF FAMILY
MEMBERS

W O N O\ o0

—_
W W oo~ B~

11

18

27
10

SELECTED DRUG
SUBSTRATES

Melphalin

Glucosfamide

Paraoxetine,
fluoxetine
Melphalin
Asymmetrical
dimethylarginine
Thiazide diuretics
Benzothiazepine

Sulfate, cysteine
conjugates

Valacyclovir
Salicylate, atorvastatin

Reserpine
Methotrexate

Pravastatin

Pravastatin, metformin

Vitamin C

Salicylate,
ciprofloxacin

Section | / General Principles

EXAMPLES OF LINKED
HUMAN DISEASES

Amyotrophic lateral sclerosis

Classic cystinuria type [

Hemolytic anemia, blindness—
auditory impairment

Glucose—galactose malabsorp-
tion syndrome

X-linked creatine deficiency
syndrome

Lysinuric protein intolerance

Congenital secretory diarrhea
Primary bile salt malabsorption
Hereditary hemochromatosis
Gitelman’s syndrome

Kidd antigen blood group

Muscle weakness

Sialic acid storage disease

Myasthenic syndromes

Thiamine-responsive megalo-
blastic anemia

Systemic carnitine deficiency
syndrome

Senger’s syndrome
Congenital Cl™-losing diarrhea

(Continued)
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SELECTED DRUG EXAMPLES OF LINKED

SUBSTRATES HUMAN DISEASES
Gemcitabine,
cladribine
Dipyridamole,
gemcitabine
Cisplatin
Vigabatrin
Autosomal-dominant hypo-
phosphatemic rickets
Leukocyte adhesion deficiency
type II
D-Serine,

D-cycloserine
Glycogen storage disease non-1a

Acrodermatitis enteropathica
Type IV hemochromatosis

Rh-null regulator

Table 2-2
Families in the Human Solute Carrier Superfamily (Continued)
NUMBER
GENE OF FAMILY
NAME FAMILY NAME MEMBERS
SLC28 Na*-coupled nucleoside transport 3
SLC29 Facilitative nucleoside transporter 4
SLC30 Zinc efflux 9
SLC31 Copper transporter
SLC32 Vesicular inhibitory amino acid 1
transporter
SLC33 Acetyl-CoA transporter 1
SLC34 Type I Na*—phosphate
cotransporter
SLC35 Nucleoside-sugar transporter 17
SLC36 H*-coupled amino acid transporter 4
SLC37 Sugar-phosphate/phosphate 4
exchanger
SLC38 System A and N, Na*-coupled 6
neutral amino acid transporter
SLC39 Metal ion transporter 14
SLC40 Basolateral iron transporter 1
SLC41 MgtE-like magnesium transporter 3
SLC42 Rh ammonium transporter (pending) 3
SLC43 Na*-independent system-L-like 2

amino acid transporter

some ABC superfamily transporters contain only a sin-
gle ABC motif, they form homodimers (BCRP/
ABCG?2) or heterodimers (ABCG5 and ABCGS) that
exhibit a transport function. ABC transporters (e.g.,
MsbA) (Figure 2-7) also are found in prokaryotes,
where they are involved predominantly in the import of
essential compounds that cannot be obtained by passive
diffusion (sugars, vitamins, metals, etc.). By contrast,
most ABC genes in eukaryotes transport compounds
from the cytoplasm to the outside or into an intracellu-
lar compartment (endoplasmic reticulum, mitochon-
dria, peroxisomes).

ABC transporters can be divided into seven groups
based on their sequence homology: ABCA (12 members),
ABCB (11 members), ABCC (13 members), ABCD (4
members), ABCE (1 member), ABCF (3 members), and
ABCG (5 members). ABC genes are essential for many

cellular processes, and mutations in at least 13 of these
genes cause or contribute to human genetic disorders
(Table 2-3).

In addition to conferring multidrug resistance (Sadee
et al., 1995), an important pharmacological aspect of
these transporters is xenobiotic export from healthy tis-
sues. In particular, MDR1/ABCB1, MRP2/ABCC2, and
BCRP/ABCG2 have been shown to be involved in over-
all drug disposition (Leslie ef al., 2005).

Properties of ABC Transporters Related to Drug Action

The tissue distribution of drug-related ABC transporters in the body
is summarized in Table 2—4 together with information about typical
substrates.

Tissue Distribution of Drug-Related ABC Transporters. MDR1
(ABCBI), MRP2 (ABCC2), and BCRP (ABCG2) are all expressed
in the apical side of the intestinal epithelia, where they serve to
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The ATP Binding Cassette (ABC) Superfamily in the Human Genome and Linked Genetic Diseases

EXAMPLES OF LINKED HUMAN DISEASES

Tangier disease (defect in cholesterol transport; ABCA1), Stargardt

syndrome (defect in retinal metabolism; ABCA4)

Bare lymphocyte syndrome type I (defect in antigen-presenting; ABCB3

and ABCB4), progressive familial intrahepatic cholestasis type 3
(defect in biliary lipid secretion; MDR3/ABCB4), X-linked sideroblas-
tic anemia with ataxia (a possible defect in iron homeostasis in mito-
chondria; ABCB7), progressive familial intrahepatic cholestasis type 2
(defect in biliary bile acid excretion; BSEP/ABCB11)

Dubin—Johnson syndrome (defect in biliary bilirubin glururonide excre-

tion; MRP2/ABCC2), pseudoxanthoma (unknown mechanism;
ABCC6), cystic fibrosis (defect in chloride channel regulation;
ABCC?7), persistent hyperinsulinemic hypoglycemia of infancy
(defect in inwardly rectifying potassium conductance regulation in
pancreatic B cells; SUR1)

Adrenoleukodystrophy (a possible defect in peroxisomal transport or

catabolism of very long-chain fatty acids; ABCD1)
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Table 2-3
NUMBER
OF FAMILY
GENE NAME  FAMILY NAME MEMBERS
ABCA ABC A 12
ABCB ABCB 11
ABCC ABC C 13
ABCD ABCD 4
ABCE ABCE 1
ABCF ABCF
ABCG ABC G 5

Sitosterolemia (defect in biliary and intestinal excretion of plant sterols;

ABCGS5 and ABCGS)

pump out xenobiotics, including many clinically relevant drugs.
The kidney and liver are major organs for overall systemic drug
elimination from the body. The liver also plays a role in presys-
temic drug elimination. Key to the vectorial excretion of drugs
into urine or bile, ABC transporters are expressed in the polarized
tissues of kidney and liver: MDR1, MRP2, and MRP4 (ABCC4)
on the brush-border membrane of renal epithelia, and MDRI,
MRP2, and BCRP on the bile canalicular membrane of hepato-
cytes. Some ABC transporters are expressed specifically on the
blood side of the endothelial or epithelial cells that form barriers
to the free entrance of toxic compounds into naive tissues: the
BBB (MDRI1 and MRP4 on the luminal side of brain capillary
endothelial cells), the blood—cerebrospinal fluid (CSF) barrier
(MRP1 and MRP4 on the basolateral blood side of choroid plexus
epithelia), the blood—testis barrier (MRP1 on the basolateral mem-
brane of mouse Sertoli cells and MDRI in several types of human
testicular cells), and the blood—placenta barrier (MDR1, MRP2,
and BCRP on the luminal maternal side and MRP1 on the antilu-
minal fetal side of placental trophoblasts).

Substrate Specificity of ABC Transporters. MDR1/ABCB1 sub-
strates tend to share a hydrophobic planar structure with positive-
ly charged or neutral moieties as described in Table 2—4 (see also
Ambudkar et al., 1999). These include structurally and pharmaco-
logically unrelated compounds, many of which are also substrates

of CYP3A4, a major drug-metabolizing enzyme in the human
liver and GI tract. Such overlapping substrate specificity implies
a synergistic role for MDR1 and CYP3A4 in protecting the body
by reducing the intestinal absorption of xenobiotics (Zhang and
Benet, 2001). After being taken up by enterocytes, some drug
molecules are metabolized by CYP3A4. Drug molecules that
escape metabolic conversion are eliminated from the cells via
MDRI and then reenter the enterocytes. The intestinal residence
time of the drug is prolonged with the aid of MDRI, thereby
increasing the chance of local metabolic conversion by the
CYP3A4 (see Chapter 3).

MRP/ABCC Family. The substrates of transporters in the MRP/
ABCC family are mostly organic anions. The substrate specificities
of MRP1 and MRP2 are similar: Both accept glutathione and gluc-
uronide conjugates, sulfated conjugates of bile salts, and nonconju-
gated organic anions of an amphipathic nature (at least one negative
charge and some degree of hydrophobicity). They also transport
neutral or cationic anticancer drugs, such as vinca alkaloids and
anthracyclines, possibly via a cotransport or symport mechanism
with reduced glutathione (GSH).

MRP3 also has a substrate specificity that is similar to that of
MRP2 but with a lower transport affinity for glutathione conju-
gates compared with MRP1 and MRP2. Most characteristic
MRP3 substrates are monovalent bile salts, which are never trans-
ported by MRP1 and MRP2. Because MRP3 is expressed on the
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Table 2-4
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ABC Transporters Involved in Drug Absorption, Distribution, and Excretion

TRANSPORTER
NAME

MDRI1
(ABCB1)

MRPI
(ABCC1)

MRP2
(ABCC2)

MRP3
(ABCC3)

TISSUE
DISTRIBUTION

Liver
Kidney
Intestine
BBB
BTB
BPB

Ubiquitous
(kidney,
BCSFB, BTB)

Liver
Kidney
Intestine
BPB

Liver
Kidney
Intestine

PHYSIOLOGICAL
FUNCTION

Detoxification of
xenobiotics?

Leukotriene
(LTC,) secre-
tion from leu-
kocyte

Excretion of
bilirubin glu-
curonide and
GSH into bile

SUBSTRATES

Characteristics: Neutral or cationic compounds with
bulky structure

Anticancer drugs: etoposide, doxorubicin, vincristine

Ca?* channel blockers: diltiazem, verapamil

HIV protease inhibitors: indinavir, ritonavir

Antibiotics/antifungals: erythromycin, ketoconazole

Hormones: testosterone, progesterone

Immunosuppressants: cyclosporine, FK506 (tacrolimus)

Others: digoxin, quinidine

Characteristics: Amphiphilic with at least one negative
net charge

Anticancer drugs: vincristine (with GSH), methotrexate

Glutathione conjugates: LTC,, glutathione conjugate of
ethacrynic acid

Glucuronide conjugates: estradiol-17-D-glucuronide,
bilirubin mono(or bis)glucuronide

Sulfated conjugates: estrone-3-sulfate (with GSH)

HIV protease inhibitors: saquinavir

Antifungals: grepafloxacin

Others: folate, GSH, oxidized glutathione

Characteristics: Amphiphilic with at least one negative
net charge (similar to MRP1)

Anticancer drugs: methotrexate, vincristine

Glutathione conjugates: LTC,, GSH conjugate of
ethacrynic acid

Glucuronide conjugates: estradiol-17-D-glucuronide,
bilirubin mono(or bis)glucuronide

Sulfate conjugate of bile salts: taurolithocholate sulfate

HIV protease inhibitors: indinavir, ritonavir

Others: pravastatin, GSH, oxidized glutathione

Characteristics: Amphiphilic with at least one negative
net charge (Glucuronide conjugates are better sub-
strates than glutathione conjugates.)

Anticancer drugs: etoposide, methotrexate

Glutathione conjugates: LTC,, glutathione conjugate of
15-deoxy-delta prostaglandin J2

Glucuronide conjugates: estradiol-17-D-glucuronide,
etoposide glucuronide

Sulfate conjugates of bile salts: taurolithocholate sulfate

Bile salts: glycocholate, taurocholate

Others: folate, leucovorin

(Continued)
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SUBSTRATES

Characteristics: Nucleotide analogues

Anticancer drugs: 6-mercaptopurine, methotrexate
Glucuronide conjugates: estradiol-17-D-glucuronide
Cyclic nucleotides: cyclic AMP, cyclic GMP

HIV protease inhibitors: adefovir

Others: folate, leucovorin, taurocholate (with GSH)

Characteristics: Nucleotide analogues

Anticancer drugs: 6-mercaptopurine

Cyclic nucleotides: cyclic AMP, cyclic GMP

HIV protease inhibitors: adefovir

Anticancer drugs: doxorubicin”, etoposide”

Glutathione conjugate of: LTC,

Other: BQ-123 (cyclic peptide ET-1 antagonist)

Anticancer drugs: methotrexate, mitoxantrone,
camptothecin analogs (SN-38, etc.), topotecan

Glucuronide conjugates: 4-methylumbelliferone glucu-
ronide, estradiol-17-D-glucuronide

Sulfate conjugates: dehydroepiandrosterone sulfate,
estrone-3-sulfate

Others: cholesterol, estradiol

Characteristics: Phospholipids

Characteristics: Bile salts

Characteristics: Plant sterols
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Table 2-4
ABC Transporters Involved in Drug Absorption, Distribution, and Excretion (Continued)
TRANSPORTER  TISSUE PHYSIOLOGICAL
NAME DISTRIBUTION FUNCTION
MRP4 Ubiquitous (kid- ?
(ABCC4) ney, prostate,
lung, muscle,
pancreas, testis,
ovary, bladder,
gallbladder,
BBB, BCSFB)
MRP5 Ubiquitous ?
(ABCC5)
MRP6 Liver ?
(ABCC6) Kidney
BCRP Liver Normal heme
(MXR) Intestine transport dur-
(ABCG2) BBB ing maturation
of erythrocytes
MDR3 Liver Excretion of
(ABCB4) phospholipids
into bile
BSEP Liver Excretion of bile
(ABCBI11) salts into bile
ABCGS5 and  Liver Excretion of plant
ABCGS Intestine sterols into bile

and intestinal
lumen

NOTE: Representative substrates and cytotoxic drugs with increased resistance (*) are included in this table (cytotoxicity with increased resistance is
usually caused by the decreased accumulation of the drugs). Although MDR3 (ABCB4), BSEP (ABCBI11), ABCGS, and ABCG8 are not directly
involved in drug disposition, inhibition of these physiologically important ABC transporters will lead to unfavorable side effects.

sinusoidal side of hepatocytes and is induced under cholestatic
conditions, backflux of toxic bile salts and bilirubin glucuronides
into the blood circulation is considered to be its physiological
function.

MRP4 and MRP5 have narrower substrate specificities. They
accept nucleotide analogues and clinically important anti—
human immunodeficiency virus (HIV) drugs. Although some
transport substrates have been identified for MRP6, no physio-
logically important endogenous substrates have been identified
that explain the mechanism of the MRP6-associated disease
pseudoxanthoma.

BCRP/ABCG2. BCRP accepts both neutral and negatively charged
molecules, including cytotoxic compounds (e.g., mitoxantrone, topote-
can, flavopiridol, and methotrexate), sulfated conjugates of therapeutic
drugs and hormones (e.g., estrogen sulfate), and toxic compounds
found in normal food [2-amino-1-methyl-6-phenylimidazo[4,5-b]pyri-
dine (PhIP) and pheophorbide A, a chlorophyll catabolite].

Physiological Roles of ABC Transporters. The physiological sig-
nificance of the ABC transporters is illustrated by studies involv-
ing knockout animals or patients with genetic defects in these
transporters. Mice deficient in MDRI1 function are viable and fer-



Chapter 2 / Membrane Transporters and Drug Response

tile and do not display obvious phenotypic abnormalities other
than hypersensitivity to toxic drugs, including the neurotoxic pes-
ticide ivermectin (one hundredfold) and the carcinostatic drug
vinblastine (threefold) (Schinkel et al., 1994). mrpl (—/-) mice
are also viable and fertile without any obvious difference in litter
size. However, these mice are hypersensitive to the anticancer
drug etoposide. Damage is especially severe in the testis, kidney,
and oropharyngeal mucosa, where MRPI1 is expressed on the
basolateral membrane. Moreover, these mice have an impaired
response to an arachidonic acid—induced inflammatory stimulus,
which is likely due to a reduced secretion of leukotriene C4 from
mast cells, macrophages, and granulocytes. MRP2-deficient rats
(TR- and EHBR) and Dubin—Johnson syndrome patients are nor-
mal in appearance except for mild jaundice owing to impaired bil-
iary excretion of bilirubin glucuronide (Ito et al., 1997; Paulusma
et al., 1996).

BCRP knockout mice are viable but highly sensitive to the
dietary chlorophyll catabolite phenophorbide, which induces pho-
totoxicity. These mice also exhibit protoporphyria, with a tenfold
increase in protoporphyrin IX accumulation in erythrocytes,
resulting in photosensitivity. This protoporphyria is caused by the
impaired function of BCRP in bone marrow: Knockout mice trans-
planted with bone marrow from wild-type mice become normal
with respect to protoporphyrin IX level in the erythrocytes and
photosensitivity.

As described earlier, complete absence of these drug-related
ABC transporters is not lethal and even can remain unrecognized
without exogenous perturbation owing to food, drugs, or toxins.
Inhibition of physiologically important ABC transporters (especially
those related directly to the genetic diseases described in Table 2-3)
by drugs should be avoided to reduce the incidence of drug-induced
side effects.

ABC Transporters in Drug Absorption and Elimination. With respect
to clinical medicine, MDR1 is the most important ABC trans-
porter yet identified, and digoxin is one of the most widely stud-
ied of its substrates. The systemic exposure to orally adminis-
tered digoxin (as assessed by the area under the plasma digoxin
concentration—time curve) is increased by coadministration of
rifampin (an MDRI inducer) and is negatively correlated with
the MDRI1 protein expression in the human intestine. MDRI is
also expressed on the brush-border membrane of renal epithelia,
and its function can be monitored using digoxin as a probe drug.
Digoxin undergoes very little degradation in the liver, and renal
excretion is the major elimination pathway (>70%) in humans.
Several studies in healthy subjects have been performed with
MDRI inhibitors (e.g., quinidine, verapamil, vaspodar, spirono-
lactone, clarythromycin, and ritonavir) with digoxin as a probe
drug, and all resulted in a marked reduction in the renal excre-
tion of digoxin. Similarly, the intestinal absorption of cyclospor-
ine is also related mainly to the MDR1 level rather than to the
CYP3A4 level, although cyclosporine is a substrate of both
CYP3A4 and MDRI.

Alteration of MDR1 activity by inhibitors (drug—drug interac-
tions) affects oral absorption and renal clearance. Drugs with nar-
row therapeutic windows (such as the cardiac glycoside digoxin
and the immunosuppressants cyclosporine and facrolimus) should
be used with great care if MDR1-based drug—drug interactions are
likely.

Despite the broad substrate specificity and distinct localization
of MRP2 and BCRP in drug-handling tissues (both expressed on the

57

canalicular membrane of hepatocytes and the brush-border mem-
brane of enterocytes), there has been very little integration of clini-
cally relevant information. Part of the problem lies in distinguishing
the biliary transport activities of MRP2 and BCRP from the contri-
bution of the hepatic uptake transporters of the OATP family. Most
MRP2 or BCRP substrates also can be transported by the OATP
family transporters on the sinusoidal membrane. The rate-limiting
process for systemic elimination is uptake in most cases. Under such
conditions, the effect of drug—drug interactions (or genetic variants)
in these biliary transporters may be difficult to identify. Despite
such practical difficulties, there is a steady increase in the informa-
tion about genetic variants and their effects on transporter expres-
sion and activity in vitro. Variants of BCRP with high allele fre-
quencies (0.184 for V12M and 0.239 for Q141K) have been found
to alter the substrate specificity in cellular assays. The clinical
impact of these variants and drug—drug interactions needs to be
studied in more detail in humans and under in vivo conditions using
appropriate probe drugs.

GENETIC VARIATION IN MEMBRANE
TRANSPORTERS: IMPLICATIONS
FOR CLINICAL DRUG RESPONSE

Inherited defects in membrane transport have been known
for many years, and the genes associated with several
inherited disorders of membrane transport have been
identified [Table 2-2 (SLC) and Table 2-3 (ABC)].
Reports of polymorphisms in membrane transporters that
play a role in drug response have appeared only recently,
but the field is growing rapidly. Cellular studies have
focused on genetic variation in only a few drug transport-
ers, but progress has been made in characterizing the
functional impact of variants in these transporters. Fur-
ther, large-scale studies in the area of single-nucleotide
polymorphisms (SNPs) in membrane transporters and cel-
lular characterization of transporter variants have been
performed (Burman et al., 2004; Gray et al., 2004; Leab-
man et al., 2003; Osato et al., 2003; Shu et al., 2003) (see
Chapter 4). The clinical impact of membrane transporter
variants on drug response has been studied only recently.
Like the cellular studies, the clinical studies have focused
on a limited number of transporters.

The most widely studied drug transporter is P-glyco-
protein (MDR1, ABCBI), and results from clinical studies
have been controversial. Associations of the ABCBI gen-
otype with responses to anticancer drugs, antiviral agents,
immunosuppressants, antihistamines, cardiac glycosides,
and anticonvulsants have been described (Anglicheau et
al., 2003; Drescher et al., 2002; Fellay et al., 2002;
Hoffmeyer et al., 2000; Illmer et al., 2002; Johne et al.,
2002; Macphee et al., 2002; Pauli-Magnus et al., 2003;
Sai et al., 2003; Sakaeda et al., 2003; Siddiqui et al.,
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2003; Verstuyft et al., 2003). ABCBI SNPs also have
been associated with tacrolimus and nortriptyline neuro-
toxicity (Roberts et al., 2002; Yamauchi et al., 2002) and
susceptibility for developing ulcerative colitis, renal cell
carcinoma, and Parkinson’s disease (Drozdzik et al.,
2003; Schwab et al., 2003; Siegsmund et al., 2002).

Recently, two common SNPs in SLCOIBI (OATP1B1)
have been associated with elevated plasma levels of prav-
astatin, a widely used drug for the treatment of hypercho-
lesterolemia (Mwinyi et al., 2004; Niemi et al., 2004) (see
Chapter 35).

TRANSPORTERS INVOLVED
IN PHARMACOKINETICS

Hepatic Transporters

Drug transporters play an important role in pharmacokine-
tics (Koepsell, 1998; Zamek-Gliszczynski and Brouwer,
2004) (Figure 2—1). Hepatic uptake of organic anions (e.g.,
drugs, leukotrienes, and bilirubin), cations, and bile salts is
mediated by SLC-type transporters in the basolateral (sinu-
soidal) membrane of hepatocytes: OATPs (SLCO) (Abe et
al., 1999; Konig et al., 2000) and OATs (SLC22) (Sekine
et al., 1998), OCTs (SLC22) (Koepsell, 1998) and NTCP
(SLC10A1) (Hagenbuch et al., 1991), respectively. These
transporters mediate uptake by either facilitated or secon-
dary active mechanisms.

ABC transporters such as MRP2, MDRI1, BCRP,
BSEP, and MDR?2 in the bile canalicular membrane of
hepatocytes mediate the efflux (excretion) of drugs and
their metabolites, bile salts, and phospholipids against a
steep concentration gradient from liver to bile. This pri-
mary active transport is driven by ATP hydrolysis. Some
ABC transporters are also present in the basolateral
membrane of hepatocytes and may play a role in the
efflux of drugs back into the blood, although their physi-
ological role remains to be elucidated. Drug uptake fol-
lowed by metabolism and excretion in the liver is a
major determinant of the systemic clearance of many
drugs. Since clearance ultimately determines systemic
blood levels, transporters in the liver play key roles in
setting drug levels.

Vectorial transport of drugs from the circulating blood
to the bile using an uptake transporter (OATP family) and
an efflux transporter (MRP2) is important for determining
drug exposure in the circulating blood and liver. More-
over, there are many other uptake and efflux transporters
in the liver (Figure 2-9). Two examples illustrate the
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importance of vectorial transport in determining drug
exposure in the circulating blood and liver: HMG-CoA
reductase inhibitors and angiotensin-converting enzyme
(ACE) inhibitors.

HMG-CoA Reductase Inhibitors. Statins are cholesterol-lowering
agents that reversibly inhibit HMG-CoA reductase, which cata-
lyzes a rate-limiting step in cholesterol biosynthesis (see Chapter
35). Statins affect serum cholesterol by inhibiting cholesterol bio-
synthesis in the liver, and this organ is their main target. On the
other hand, exposure of extrahepatic cells in smooth muscle to
these drugs may cause adverse effects. Among the statins, prava-
statin, fluvastatin, cerivastatin, atorvastatin, rosuvastatin, and
pitavastatin are given in a biologically active open-acid form,
whereas simvastatin and lovastatin are administered as inactive
prodrugs with lactone rings. The open-acid statins are relatively
hydrophilic and have low membrane permeabilities. However,
most of the statins in the acid form are substrates of uptake trans-
porters, so they are taken up efficiently by the liver and undergo
enterohepatic circulation (Figures 2-5 and 2-9). In this process,
hepatic uptake transporters such as OATPIB1 and efflux trans-
porters such as MRP2 act cooperatively to produce vectorial trans-
cellular transport of bisubstrates in the liver. The efficient first-
pass hepatic uptake of these statins by OATP1BI1 after their oral
administration helps to exert the pharmacological effect and also
minimizes the escape of drug molecules into the circulating blood,
thereby minimizing the exposure in a target of adverse response,
smooth muscle. Recent studies indicate that the genetic polymor-
phism of OATP1BI1 also affects the function of this transporter
(Tirona et al., 2001).

Temocapril. Temocapril is an ACE inhibitor (see Chapter 30). Its
active metabolite, temocaprilat, is excreted both in the bile and in
the urine via the liver and kidney, respectively, whereas other
ACE inhibitors are excreted mainly via the kidney. The special
feature of temocapril among ACE inhibitors is that the plasma
concentration of temocaprilat remains relatively unchanged even
in patients with renal failure. However, the plasma area under the
curve AUC of enalaprilat and other ACE inhibitors is markedly
increased in patients with renal disorders. Temocaprilat is a bisub-
strate of the OATP family and MRP2, whereas other ACE inhibi-
tors are not good substrates of MRP2 (although they are taken up
into the liver by the OATP family). Taking these findings into
consideration, the affinity for MRP2 may dominate in determining
the biliary excretion of any series of ACE inhibitors. Drugs that
are excreted into both the bile and urine to the same degree thus
are expected to exhibit minimum interindividual differences in
their pharmacokinetics.

Irinotecan (CPT-11). [rinotecan hydrochloride (CPT-11) is a potent
anticancer drug, but late-onset gastrointestinal toxic effects, such as
severe diarrhea, make it difficult to use CPT-11 safely. After intra-
venous administration, CPT-11 is converted to SN-38, an active
metabolite, by carboxy esterase. SN-38 is subsequently conjugated
with glucuronic acid in the liver. SN-38 and SN-38 glucuronide are
then excreted into the bile by MRP2. Some studies have shown that
the inhibition of MRP2-mediated biliary excretion of SN-38 and its
glucuronide by coadministration of probenecid reduces the drug-
induced diarrhea, at least in rats. For additional details, see Figures
3-5 and 3-7.
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Figure 2-9. Transporters in the hepatocyte that function in the uptake and efflux of drugs across the sinusoidal membrane and
efflux of drugs into the bile across the canalicular membrane. See text for details of the transporters pictured.

Drug-Drug Interactions Involving Transporter-Medi-
ated Hepatic Uptake. Since drug transporters are deter-
minants of the elimination rate of drugs from the body, trans-
porter-mediated hepatic uptake can be the cause of drug—
drug interactions involving drugs that are actively taken up
into the liver and metabolized and/or excreted in the bile.

Cerivastatin (currently withdrawn), an HMG-CoA reductase
inhibitor, is taken up into the liver via transporters (especially
OATP1B1) and subsequently metabolized by CYP2C8 and CYP3A4.
Its plasma concentration is increased four- to fivefold when coadmin-
istered with cyclosporin A. Transport studies using cryopreserved
human hepatocytes and OATP1B1-expressing cells suggest that this
clinically relevant drug—drug interaction is caused by inhibition of
OATP1B1-mediated hepatic uptake (Shitara et al., 2003). However,
cyclosporin A inhibits the metabolism of cerivastatin only to a limited
extent, suggesting a low possibility of serious drug—drug interactions
involving the inhibition of metabolism. Cyclosporin A also increases
the plasma concentrations of other HMG-CoA reductase inhibitors. It
markedly increases the plasma AUC of pravastatin, pitavastatin, and
rosuvastatin, which are minimally metabolized and eliminated from
the body by transporter-mediated mechanisms. Therefore, these phar-
macokinetic interactions also may be due to transporter-mediated
hepatic uptake. However, the interactions of cyclosporin A with pro-
drug-like statins (lactone form) such as simvastatin and lovastatin are
mediated by CYP3A4.

Gemfibrozil is another cholesterol-lowering agent that acts by a dif-
ferent mechanism and also causes a severe pharmacokinetic interaction
with cerivastatin. Gemfibrozil glucuronide inhibits the CYP2C8-medi-
ated metabolism and OATP1B1-mediated uptake of cerivastatin more

potently than does gemfibrozil. Laboratory data show that the glucu-
ronide is highly concentrated in the liver versus plasma probably
owing to transporter-mediated active uptake and intracellular forma-
tion of the conjugate. Therefore, it may be that gemfibrozil glucu-
ronide, concentrated in the hepatocytes, inhibits the CYP2C8-mediated
metabolism of cerivastatin. Gemfibrozil markedly (four- to fivefold)
increases the plasma concentration of cerivastatin but does not greatly
increase (1.3 to 2 times) that of unmetabolized statins pravastatin,
pitavastatin, and rosuvastatin, a result that also suggests that this inter-
action is caused by inhibition of metabolism. Thus, when an inhibitor
of drug-metabolizing enzymes is highly concentrated in hepatocytes
by active transport, extensive inhibition of the drug-metabolizing
enzymes may be observed because of the high concentration of the
inhibitor in the vicinity of the drug-metabolizing enzymes.

The Contribution of Specific Transporters to the
Hepatic Uptake of Drugs. Estimating the contribution
of transporters to the total hepatic uptake is necessary for
understanding their importance in drug disposition. This
estimate can help to predict the extent to which a drug—
drug interaction or a genetic polymorphism of a transport-
er may affect drug concentrations in plasma and liver. The
contribution to hepatic uptake has been estimated success-
fully for CYP-mediated metabolism by using neutralizing
antibody and specific chemical inhibitors. Unfortunately,
specific inhibitors or antibodies for important transporters
have not been identified yet, although some relatively
specific inhibitors have been discovered.
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The contribution of transporters to hepatic uptake can be estimat-
ed from in vitro studies. Injection of cRNA results in transporter
expression on the plasma membrane of Xenopus laevis oocytes
(Hagenbuch et al., 1996). Subsequent hybridization of the cRNA with
its antisense oligonucleotide specifically reduces its expression. Com-
parison of the drug uptake into cRNA-injected oocytes in the presence
and absence of antisense oligonucleotides clarifies the contribution of
a specific transporter. Second, a method using reference compounds
for specific transporters has been proposed. The reference compounds
should be specific substrates for a particular transporter. The contribu-
tion of a specific transporter can be calculated from the uptake of test
compounds and reference compounds into hepatocytes and transport-
er-expressing systems (Hirano et al., 2004):

C Lhep,ref/ CL
/CL

exp,test

exp,ref

(2-13)

Contribution =

hep,test

where CL,, .; and CL,,, . represent the uptake of reference com-
pounds into hepatocytes and transporter-expressing cells, respective-
ly, and CLy, . and CL,, . represent the uptake of test compounds
into the corresponding systems. For example, the contributions of
OATPI1BI1 and OATP1B3 to the hepatic uptake of pitavastatin have
been estimated using estrone 3-sulfate and cholecystokinine octapep-
tide (CCKS) as reference compounds for OATP1B1 and OATPIB3,
respectively. However, for many transporters, reference compounds
specific to the transporter are not available.

Renal Transporters

Secretion in the kidney of structurally diverse mole-
cules including many drugs, environmental toxins and
carcinogens is critical in the body’s defense against
foreign substances. The specificity of secretory path-
ways in the nephron for two distinct classes of sub-
strates, organic anions and cations, was first described
decades ago, and these pathways were well character-
ized using a variety of physiological techniques includ-
ing isolated perfused nephrons and kidneys, micro-
puncture techniques, cell culture methods, and isolated
renal plasma membrane vesicles. However, not until
the mid-1990s were the molecular identities of the
organic anion and cation transporters revealed. During
the past decade, molecular studies have identified and
characterized the renal transporters that play a role in
drug elimination, toxicity, and response. Thus, we now
can describe the overall secretory pathways for organic
cations and their molecular and functional characteris-
tics. Although the pharmacological focus is often on
the kidney, there is useful information on the tissue
distribution of these transporters. Molecular studies using
site-directed mutagenesis have identified substrate-rec-
ognition and other functional domains of the transport-
ers, and genetic studies of knockout mouse models
have been used to characterize the physiological roles
of individual transporters. Recently, studies have iden-
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tified and functionally analyzed genetic polymorphisms
and haplotypes of the relevant transporters in humans.
Our understanding of organic anion transport has pro-
gressed in a similar fashion. In some cases, transporters
that are considered organic anion or organic cation
transporters have dual specificity for anions and cat-
ions. The following section summarizes recent work on
human transporters and includes some information on
transporters in other mammals. An excellent review of
renal organic anion and cation transport has been pub-
lished recently (Wright and Dantzler, 2004).

Organic Cation Transport. Structurally diverse organ-
ic cations are secreted in the proximal tubule (Dresser et
al., 2001; Koepsell and Endou, 2004; Wright and Dantz-
ler, 2004). Many secreted organic cations are endoge-
nous compounds (e.g., choline, N-methylnicotinamide,
and dopamine), and renal secretion appears to be impor-
tant in eliminating excess concentrations of these sub-
stances. However, a primary function of organic cation
secretion is ridding the body of xenobiotics, including
many positively charged drugs and their metabolites
(e.g., cimetidine, ranitidine, metformin, procainamide,
and N-acetylprocainamide), and toxins from the envi-
ronment (e.g., nicotine). Organic cations that are secret-
ed by the kidney may be either hydrophobic or hydro-
philic. Hydrophilic organic drug cations generally have
molecular weights of less than 400 daltons; a current
model for their secretion in the proximal tubule of the
nephron is shown in Figure 2-10.

For the transepithelial flux of a compound (e.g., secretion), it is
essential for the compound to traverse two membranes sequentially,
the basolateral membrane facing the blood side and the apical mem-
brane facing the tubular lumen. Distinct transporters on each mem-
brane mediate each step of transport. Organic cations appear to
cross the basolateral membrane by three distinct transporters in the
SLC family 22 (SCL22): OCT1 (SLC22A1), OCT2 (SLC22A2), and
OCT3 (SLC22A3). Organic cations are transported across this mem-
brane down their electrochemical gradient (=70 mV). Previous stud-
ies in isolated basolateral membrane vesicles demonstrate the pres-
ence of a potential-sensitive mechanism for organic cations. The
cloned transporters OCT1, OCT2, and OCT3 are all potential sensi-
tive and mechanistically coincide with previous studies of isolated
basolateral membrane vesicles.

Transport of organic cations from cell to tubular lumen across
the apical membrane occurs via an electroneutral proton—organic
cation exchange mechanism in a variety of species, including
human, dog, rabbit, and cat. Transporters assigned to the apical
membrane are in the SLC22 family and termed novel organic
cation transporters (OCTNs). In humans, these include OCNT1
(SLC22A4) and OCTN2 (SLC22A5). These bifunctional transporters
are involved not only in organic cation secretion but also in car-
nitine reabsorption. In the reuptake mode, the transporters function
as Na* cotransporters, relying on the inwardly driven Na* gradient
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Figure 2=10. Model of organic cation secretory transporters in the proximal tubule. Hexagons depict transporters in the SLC22
family, SLC22A1 (OCT1), SLC22A2 (OCT2), and SLC22A3 (OCT3). Circles show transporters in the same family, SLC22A4
(OCTN1) and SLC22A5 (OCTN2). MDR1 (ABCBI) is depicted as a dark blue oval. Carn, carnitine; OC*, organic cation.

created by Na*,K*-ATPase to move carnitine from tubular lumen to
cell. In the secretory mode, the transporters appear to function as
proton—organic cation exchangers. That is, protons move from tubu-
lar lumen to cell interior in exchange for organic cations, which
move from cytosol to tubular lumen. The inwardly directed proton
gradient (from tubular lumen to cytosol) is maintained by transport-
ers in the SLC9 family (NHEs), which are Na*/H* exchangers (anti-
porters). The bifunctional mechanism of OCTN1 and OCTN2 may
not totally explain the organic cation—proton exchange mechanism
that has been described in many studies in isolated plasma mem-
brane vesicles. Of the two steps involved in secretory transport,
transport across the luminal membrane appears to be rate-limiting.
OCTI (SLC22A1). OCT1 (SLC22A1) was first cloned from a
rat cDNA library (Koepsell and Endou, 2004). Subsequently,
orthologs were cloned from mouse, rabbit, and humans. Mammali-
an isoforms of OCT1, which vary in length from 554 to 556 amino
acids, have 12 putative transmembrane domains (Figure 2—11) and
include several N-linked glycosylation sites. A long extracellular
loop between transmembrane domains 1 and 2 is characteristic of
the OCTs. The gene for the human OCT1 is mapped to chromo-
some 6 (6q26). There are four splice variants in human tissues,
one of which is functionally active, OCT1G/L554 (Hayer et al.,
1999). In humans, OCT1 is expressed primarily in the liver, with
some expression in heart, intestine, and skeletal muscle. In mouse

and rat, OCT1 is also abundant in the kidney, whereas in humans,
very modest levels of OCT1 mRNA transcripts are detected in kid-
ney. The transport mechanism of OCT] is electrogenic and satura-
ble for transport of model small-molecular-weight organic cations
including tetraethylammonium (TEA) and dopamine. Interesting-
ly, OCT]1 also can operate as an exchanger, mediating organic cat-
ion-organic cation exchange. That is, loading cells with organic
cations such as unlabeled TEA can trans-stimulate the inward flux
of organic cations such as MPP*. It also should be noted that
organic cations can transinhibit OCTI1. In particular, the hydro-
phobic organic cations quinine and quinidine, which are poor sub-
strates of OCT1, when present on the cytosolic side of a mem-
brane, can inhibit (fransinhibit) influx of organic cations via
OCT1I.

The human OCT1 generally accepts a wide array of monovalent
organic cations with molecular weights of less than 400 daltons,
including many drugs (e.g., procainamide, metformin, and pindolol)
(Dresser et al., 2001). Species differences in the substrate specificity
of OCT1 mammalian orthologs have been described. Inhibitors of
OCT1 are generally more hydrophobic. Detailed structure—activity
relationships have established that the pharmacophore of OCTI
consists of three hydrophobic arms and a single cationic recognition
site. The kinetics of uptake and inhibition of model compounds with
human OCT1 differ among studies and may be related to experi-
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Figure 2=11. Secondary structure of OCT1 (SLC22A1) constructed from hydropathy analysis. The transmembrane topology
diagram was rendered using transmembrane protein display software available at the UCSF Sequence Analysis Consulting Group Web
site, http://www.sacs.ucsf.edu/TOPO/topo.html. The blue circles show putative N-glycosylation sites.

mental techniques, including a range of heterologous expression
systems. Key residues that contribute to the charge specificity of
OCT1 have been identified by site-directed mutagenesis studies and
include a highly conserved aspartate residue (corresponding to posi-
tion 475 in the rat ortholog of OCT1) that appears to be part of the
monoamine recognition site. Since OCT1 mammalian orthologs
have greater than 80% amino acid identity, evolutionarily noncon-
served residues among mammalian species clearly are involved in
specificity differences (Wright and Dantzler, 2004).

OCT2 (SLC22A2). OCT?2 (SLC22A2) was first cloned from a rat
kidney cDNA library in 1996 (Okuda et al., 1996). Human, rabbit,
mouse, and pig orthologs all have been cloned. Mammalian
orthologs range in length from 553 through 555 amino acids. Simi-
lar to OCT, OCT?2 is predicted to have 12 transmembrane domains,
including one N-linked glycosylation site. OCT2 is located adjacent
to OCT1 on chromosome 6 (6q26). A single splice variant of human
OCT2, termed OCT2-A, has been identified in human kidney.
OCT2-A, which is a truncated form of OCT2, appears to have a
lower K,, (or greater affinity) for substrates than OCT2, although a
lower affinity has been observed for some inhibitors (Urakami et
al., 2002). Human, mouse, and rat orthologs of OCT2 are expressed
in abundance in human kidney and to some extent in neuronal tissue
such as choroid plexus. In the kidney, OCT2 is localized to the
proximal tubule and to distal tubules and collecting ducts. In the
proximal tubule, OCT2 is restricted to the basolateral membrane.
OCT2 mammalian species orthologs are greater than 80% identical,
whereas OCT1 and OCT?2 paralogs are approximately 70% identi-
cal. The transport mechanism of OCT?2 is similar to that of OCT1.
In particular, OCT2-mediated transport of model organic cations
MPP* and TEA is electrogenic, but like OCT1, OCT2 can support
organic cation—-organic cation exchange (Koepsell et al., 2003).
Some studies show modest proton—organic cation exchange. More
hydrophobic organic cations may inhibit OCT2 but may not be
translocated by it.

Like OCT1, OCT2 generally accepts a wide array of monovalent
organic cations with molecular weights of less than 400 daltons. The
apparent affinities of the human OCT1 and OCT2 paralogs for some
organic cation substrates and inhibitors have been shown to be dif-
ferent in side-by-side comparison studies. Isoform-specific inhibi-

tors of the OCTs are needed to determine the relative importance of
OCT]1 and OCT?2 in the renal clearance of compounds in rodents, in
which both isoforms are present in kidney. OCT?2 is also present in
neuronal tissues. However, studies with monoamine neurotransmit-
ters demonstrate that dopamine, serotonin, histamine, and norepi-
nephrine have low affinities for OCT2. These studies suggest that
OCT2 may play a housekeeping role in neurons, taking up only
excess concentrations of neurotransmitters. OCT2 also may be
involved in recycling of neurotransmitters by taking up breakdown
products, which in turn enter monoamine synthetic pathways.

OCT3 (SLC22A3). OCT3 (SLC22A3) was cloned initially from rat
placenta (Kekuda et al., 1998). Human and mouse orthologs have also
been cloned. OCT3 consists of 551 amino acids and is predicted to
have 12 transmembrane domains, including three N-linked glycosyla-
tion sites. hOCT3 is located in tandem with OCT1 and OCT2 on
chromosome 6. Tissue distribution studies suggest that human OCT3
is expressed in liver, kidney, intestine, and placenta, although it
appears to be expressed in considerably less abundance than OCT?2 in
the kidney. Like OCT1 and OCT2, OCT3 appears to support electro-
genic potential-sensitive organic cation transport. Although the speci-
ficity of OCT3 is similar to that of OCT1 and OCT2, it appears to
have quantitative differences in its affinities for many organic cations.
Some studies have suggested that OCT3 is the extraneuronal mono-
amine transporter based on its substrate specificity and potency of
interaction with monoamine neurotransmitters. Because of its rela-
tively low abundance in the kidney, OCT3 may play only a limited
role in renal drug elimination.

OCTNI (SLC22A4). OCTNI, cloned originally from human
fetal liver, is expressed in the adult kidney, trachea, and bone mar-
row (Tamai et al., 1997). The functional characteristics of OCTN1
suggest that it operates as an organic cation—proton exchanger.
OCTNI-mediated influx of model organic cations is enhanced at
alkaline pH, whereas efflux is increased by an inwardly directed
proton gradient. OCTN1 contains a nucleotide-binding sequence
motif, and transport of its substrates appears to be stimulated by cel-
lular ATP content. OCTNI1 also can function as an organic cation—
organic cation exchanger. Although the subcellular localization of
OCTNI has not been demonstrated clearly, available data collec-
tively suggest that OCTNI functions as a bidirectional pH- and
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ATP-dependent transporter at the apical membrane in renal tubular
epithelial cells. Its physiological role is not yet known because stud-
ies in octnl knockout mice are not available.

OCTN2 (SLC22A5). OCTN2 was first cloned from human kidney
and determined to be the transporter responsible for systemic carnitine
deficiency (Tamai ef al., 1998). Rat OCTN2 mRNA is expressed pre-
dominantly in the cortex, with very little expression in the medulla,
and is localized to the apical membrane of the proximal tubule.

OCTN2 is a bifunctional transporter. That is, it transports L-car-
nitine with high affinity in an Na*-dependent manner, whereas, Na*
does not influence OCTN2-mediated transport of organic cations
such as TEA. Thus, OCTN2 is thought to function as both an Na*-
dependent carnitine transporter and an Na*-independent organic cat-
ion transporter. Similar to OCTN1, OCTN?2 transport of organic cat-
ions is sensitive to pH, suggesting that it may function as an organic
cation exchanger. Studies in mice containing a missense mutation in
Slc22a5 suggest that organic cations are transported in a secretory
direction by OCTN2, whereas carnitine is transported in a reabsorp-
tive direction (Ohashi et al., 2001). Therefore, transport of L-car-
nitine by OCTN?2 is an Na*-dependent electrogenic process. Muta-
tions in OCTN2 have been found to be the cause of primary
systemic carnitine deficiency (OMIM 212140) (Nezu et al., 1999).

Polymorphisms of OCTs. Polymorphisms of OCTs have been identi-
fied in large post-human genome SNP discovery projects (Kerb et al.,
2002; Leabman et al., 2003; Shu et al., 2003). OCT1 exhibits the
greatest number of amino acid polymorphisms, followed by OCT2
and then OCT3. Furthermore, allele frequencies of OCT1 amino acid
variants in human populations generally are greater than those of
OCT2 and OCT3 amino acid variants. Functional studies of OCT1
and OCT2 polymorphisms have been performed. OCT1 exhibits five
variants with reduced function. These variants may have important
implications clinically in terms of hepatic drug disposition and target-
ing of OCT1 substrates. In particular, individuals with OCT1 variants
may have reduced liver uptake of OCT1 substrates and therefore
reduced metabolism. Clinical studies need to be performed to ascer-
tain the implications of OCT1 variants to drug disposition and
response. For OCT2, several polymorphisms exhibited altered kinetic
properties when expressed in Xenopus laevis oocytes. These variants
may lead to alterations in renal secretion of OCT?2 substrates.

Organic Anion Transport. A wide variety of structural-
ly diverse organic anions are secreted in the proximal
tubule (Burckhardt and Burckhardt, 2003; Dresser et al.,
2001; Wright and Dantzler, 2004). As with organic cation
transport, the primary function of organic anion secretion
appears to be the removal from the body of xenobiotics,
including many weakly acidic drugs [e.g., pravastatin,
captopril, p-aminohippurate (PAH), and penicillins] and
toxins (e.g., ochratoxin). Organic anion transporters move
both hydrophobic and hydrophilic anions but also may
interact with cations and neutral compounds.

A current model for the transepithelial flux of organic
anions in the proximal tubule is shown in Figure 2-12.
Two primary transporters on the basolateral membrane
mediate the flux of organic anions from interstitial fluid to
tubule cell: OAT1 (SLC22A6) and OAT3 (SLC22AS8).
Energetically, hydrophilic organic anions are transported
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across the basolateral membrane against an electrochemi-
cal gradient in exchange with intracellular o-ketoglut-
arate, which moves down its concentration gradient from
cytosol to blood. The outwardly directed gradient of o-
ketoglutarate is maintained at least in part by a basolateral
Na*-dicarboxylate transporter (NaDC3). The Na* gradient
that drives NaDC3 is maintained by Na*,K*-ATPase.
Transport of small-molecular-weight organic anions by
the cloned transporters OAT1 and OAT3 can be driven by
o-ketoglutarate. Coupled transport of o-ketoglutarate and
small-molecular-weight organic anions (e.g., p-aminohip-
purate) has been demonstrated in many studies in isolated
basolateral membrane vesicles. The molecular pharmacol-
ogy and molecular biology of OATSs have recently been
reviewed (Eraly et al., 2004).

The mechanism responsible for the apical membrane transport of
organic anions from tubule cell cytosol to tubular lumen remains
controversial. Some studies suggest that OAT4 may serve as the
luminal membrane transporter for organic anions. However, recent
studies show that the movement of substrates via this transporter
can be driven by exchange with o-ketoglutarate, suggesting that
OAT4 may function in the reabsorptive, rather than secretory, flux
of organic anions. Other studies have suggested that in the pig kid-
ney, OATVI serves as an electrogenic facilitated transporter on the
apical membrane (Jutabha er al., 2003). The human ortholog of
OATV1 is NPT1, or NaPi-1, originally cloned as a phosphate trans-
porter. NPT1 can support the low-affinity transport of hydrophilic
organic anions such as PAH. Other transporters that may play a role
in transport across the apical membrane include MRP2 and MRP4,
multidrug-resistance transporters in the ATP binding cassette family
C (ABCC). Both transporters interact with some organic anions and
may actively pump their substrates from tubule cell cytosol to tubu-
lar lumen.

OATI (SLC22A6). OAT1 was cloned from rat kidney (Sekine et
al., 1997; Sweet et al., 1997). This transporter is greater than 30%
identical to OCTs in the SLC22 family. Mouse, human, pig, and
rabbit orthologs have been cloned and are approximately 80% iden-
tical to human OAT1. Mammalian isoforms of OAT1 vary in length
from 545 to 551 amino acids, with features similar to those shown
in Figure 2—11. The gene for the human OAT1 is mapped to chro-
mosome 11 and is found in an SLC22 cluster that includes OAT3
and OAT4. There are four splice variants in human tissues, termed
OATI-1, OATI-2, OATI-3, and OATI-4. OATI1-2, which includes a
13-amino-acid deletion, transports PAH at a rate comparable with
OATI1-1. These two splice variants use the alternative 5 “splice sites
in exon 9. OAT1-3 and OAT1-4, which result from a 132-bp (44-
amino-acid) deletion near the carboxyl terminus of OATI, do not
transport PAH. In humans, rat, and mouse, OAT]I is expressed pri-
marily in the kidney, with some expression in brain and skeletal
muscle.

Immunohistochemical studies suggest that OAT1 is expressed
on the basolateral membrane of the proximal tubule in human and
rat, with highest expression in the middle segment, S2. Based on a
quantitative polymerase chain reaction (PCR), OATI is expressed at
a third of the level of OATS3, the other major basolateral membrane
organic anion transporter. OAT1 exhibits saturable transport of
organic anions such as PAH. This transport is trans-stimulated by
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Urine

Figure 2~12. Model of organic anion secretory transporters in the proximal tubule. Rectangles depict transporters in the SLC22
family, OAT1 (SLC22A6) and OAT3 (SLC22AS8), and hexagons depict transporters in the ABC superfamily, MRP2 (ABCC2) and
MRP4 (ABCC4). NPT1 (SLC17A1) is depicted as a circle. OA™, organic anion; 0~-KG, o-ketoglutarate.

other organic anions, including o-ketoglutarate. Thus, the inside
negative-potential difference drives the efflux of the dicarboxylate
o-ketoglutarate, which, in turn, supports the influx of monocarboxy-
lates such as PAH. Regulation of expression levels of OAT1 in the
kidney appears to be controlled by sex steroids.

OAT1 generally transports small-molecular-weight organic anions
that may be endogenous (e.g., PGE, and urate) or ingested drugs and
toxins. Some neutral compounds are also transported by OATI1 at a
lower affinity (e.g., cimetidine). Key residues that contribute to trans-
port by OAT1 include the conserved K394 and R478, which are
involved in the PAH—glutarate exchange mechanism.

OAT2 (SLC22A7). OAT2 was cloned first from rat liver (and
named NLT at the time) (Sekine et al., 1998; Simonson et al.,
1994). This transporter has a gender-based tissue distribution
between the liver and the kidney in rodents but not in humans,
OAT?2 is present in both kidney and liver. In the kidney, the trans-
porter is localized to the basolateral membrane of the proximal
tubule. Efforts to stimulate organic anion—organic anion exchange
via OAT?2 have not been successful, leading to the speculation that
OAT?2 is a basolateral membrane transporter that serves in the
reabsorptive flux of organic anions from tubule cell cytosol to
interstitial fluids. OAT2 transports many organic anions, including
PAH, methotrexate, ochratoxin A, and glutarate. Human, mouse,
and rat orthologs of OAT?2 have high affinities for the endogenous
prostaglandin, PGE,.

OAT3 (SLC22A8). OAT3 (SLC22A8) was cloned originally from
rat kidney (Kusuhara et al., 1999). Human OAT3 consists of two
variants, one of which transports a wide variety of organic anions,
including PAH and estrone sulfate. The longer OAT3 in humans,
a 568-amino-acid protein, does not support transport. It is likely
that the two OAT3 variants are splice variants. Northern blotting
suggests that the human ortholog of OAT3 is primarily in the kid-
ney. Mouse and rat orthologs show some expression in the brain
and liver. OAT3 mRNA levels are higher than those of OATI,
which in turn are higher than those of OAT2 or OAT4. Human
OATS3 is confined to the basolateral membrane of the proximal
tubule.

OAT3 clearly has overlapping specificities with OATI,
although kinetic parameters differ. For example, estrone sulfate is
transported by both OAT1 and OAT3, but OAT3 has a much high-
er affinity in comparison with OAT1. The weak base cimetidine
(an H,-receptor antagonist) is transported with high affinity by
OAT]1, whereas the cation TEA is not transported. Domains and
residues involved in the charge specificity of OAT3 have been
identified in several studies. Interestingly, changing two basic
amino acid residues in OAT3 (R454D and K370A) shifts the
charge specificity of OAT3 from anionic to cationic. Like OATI,
OATS3 appears to be an exchanger that couples the outward flux of
o-ketoglutarate to the inward flux of organic anions: The inside
negative-potential difference repels o-ketoglutarate from the cells
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via OAT3, which in turn transports its substrates against a concen-
tration gradient into the tubule cell cytosol.

OAT4 (SLC22A9). OAT4 (SLC22A9) was cloned from a human
kidney cDNA library (Cha et al., 2000). Quantitative PCR indicates
that the expression level of OAT4 in human kidneys is approximate-
ly 5% to 10% of the level of OAT1 and OAT3 and is comparable
with OAT2. OAT4 is expressed in human kidney and placenta; in
human kidney, OAT4 is present on the luminal membrane of the prox-
imal tubule. At first, OAT4 was thought to be involved in the second
step of secretion of organic anions, i.e., transport across the apical
membrane from cell to tubular lumen. However, recent studies dem-
onstrate that organic anion transport by OAT4 can be stimulated by
transgradients of a~ketoglutarate (Ekaratanawong et al., 2004), sug-
gesting that OAT4 may be involved in the reabsorption of organic
anions from tubular lumen into cell. The specificity of OAT4 is nar-
row but includes estrone sulfate and PAH. Interestingly, the affinity
for PAH is low (>1 mM). Collectively, emerging studies suggest
that OAT4 may be involved not in secretory flux of organic anions
but in reabsorption instead.

Other Anion Transporters. URAT1 (SLC22A12), first cloned from
human kidney, is a kidney-specific transporter confined to the api-
cal membrane of the proximal tubule (Enomoto ef al., 2002). Data
suggest that URATI is primarily responsible for urate reabsorp-
tion, mediating electroneutral urate transport that can be trans-
stimulated by Cl- gradients. The mouse ortholog of URATI is
involved in the renal secretory flux of organic anions including
benzylpenicillin and urate.

NPT1 (SLC17A1), cloned originally as a phosphate transporter
in humans, is expressed in abundance on the luminal membrane of
the proximal tubule as well as in the brain (Werner et al., 1991).
NPT1 transports PAH, probenecid, and penicillin G. It appears to be
part of the system involved in organic anion efflux from tubule cell
to lumen.

MRP2 (ABCC2), an ABC transporter, initially called the GS-X
pump (Ishikawa et al., 1990), has been considered to be the primary
transporter involved in efflux of many drug conjugates such as glu-
tathione conjugates across the canalicular membrane of the hepato-
cyte. However, MRP2 is also found on the apical membrane of the
proximal tubule, where it is thought to play a role in the efflux of
organic anions into the tubular lumen. Its role in the kidney may be
to secrete glutathione conjugates of drugs, but it also may support
the translocation (with glutathione) of various nonconjugated sub-
strates. In general, MRP2 transports larger, bulkier compounds than
do most of the organic anion transporters in the SLC22 family.

MRP4 (ABCC4) is found on the apical membrane of the proxi-
mal tubule and transports a wide array of conjugated anions, includ-
ing glucuronide and glutathione conjugates. However, unlike
MRP2, MRP4 appears to interact with various drugs, including
methotrexate, cyclic nucleotide analogs, and antiviral nucleoside
analogs. It is possible that MRP4 is involved in the apical flux of
many drugs from cell to tubule lumen. Other MRP efflux transport-
ers also have been identified in human kidney, including MRP3 and
MRP6, both on the basolateral membrane. Their roles in the kidney
are not yet known.

Polymorphisms of OATs. Polymorphisms in OAT1 and OAT3 have
been identified in ethnically diverse human populations. Two amino
acid polymorphisms (allele frequencies greater than 1%) in OATI1
have been identified in African-American populations (OATI-
R50H). Three amino acid polymorphisms and seven rare amino acid
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variants in OAT3 have been identified in ethnically diverse U.S.
populations (see www.pharmgkb.org).

TRANSPORTERS INVOLVED IN
PHARMACODYNAMICS: DRUG
ACTION IN THE BRAIN

Neurotransmitters are packaged in vesicles in presynpatic
neurons, released in the synapse by fusion of the vesicles
with the plasma membrane, and, excepting acetylcholine,
are then taken back into the presynaptic neurons or
postsynaptic cells (see Chapter 6). Transporters involved
in the neuronal reuptake of the neurotransmitters and the
regulation of their levels in the synaptic cleft belong to
two major superfamilies, SLC1 and SLC6. Transporters
in both families play roles in reuptake of y-aminobutyric
acid (GABA), glutamate, and the monoamine neurotrans-
mitters norepinephrine, serotonin, and dopamine. These
transporters may serve as pharmacologic targets for neu-
ropsychiatric drugs.

SLC6 family members localized in the brain and
involved in the reuptake of neurotransmitters into presynap-
tic neurons include the norepinephrine transporters (NET,
SLC6A2), the dopamine transporter (DAT, SLC6A3), the
serotonin transporter (SERT, SLC6A4), and several GABA
reuptake transporters (GAT1, GAT2, and GAT3) (Chen et
al., 2004; Hediger, 2004; Elliott and Beveridge, 2005).
Each of these transporters appears to have 12 transmem-
brane secondary structures and a large extracellular loop
with glycosylation sites between transmembrane domains 3
and 4. These proteins are typically approximately 600
amino acids in length. SLC6 family members depend on the
Na* gradient to actively transport their substrates into cells.
CI" is also required, although to a variable extent depending
on the family member. Residues and domains that form the
substrate recognition and permeation pathways are current-
ly being identified.

Through reuptake mechanisms, the neurotransmitter
transporters in the SLC6A family regulate the concentra-
tions and dwell times of neurotransmitters in the synaptic
cleft; the extent of transmitter uptake also influences sub-
sequent vesicular storage of transmitters. It is important to
note that many of these transporters are present in other
tissues (e.g., kidney and platelets) and may serve other
roles. Further, the transporters can function in the reverse
direction. That is, the transporters can export neurotrans-
mitters in an Na*-independent fashion. The characteristics
of each member of the SLCOA family of transporters that
play a role in reuptake of monoamine neurotransmitters
and GABA merit a brief description.
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SLC6AT1 (GATI), SLC6A11 (GAT3), and SLC6AI13
(GAT2). GATI (599 amino acids) is the most important
GABA transporter in the brain, expressed in GABAergic
neurons and found largely on presynaptic neurons (Chen
et al., 2004). GAT1 is found in abundance in the neocor-
tex, cerebellum, basal ganglia, brainstem, spinal cord, ret-
ina, and olfactory bulb. GAT3 is found only in the brain,
largely in glial cells. GAT2 is found in peripheral tissues,
including the kidney and liver, and within the CNS in the
choroid plexus and meninges.

GATI1, GAT2, and GAT3 are approximately 50% identical in
amino acid sequence. Functional analysis indicates that GAT1 trans-
ports GABA with a 2:1 Na*:GABA™ stoichiometry. CI~ is required.
Residues and domains responsible for the recognition of GABA and
subsequent translocation have been identified: Tyr140 appears to be
crucial for binding GABA. Physiologically, GAT1 appears to be
responsible for regulating the interaction of GABA at receptors. The
presence of GAT? in the choroid plexus and its absence in presynaptic
neurons suggest that this transporter may play a primary role in main-
taining the homeostasis of GABA in the CSF. GAT1 and GAT3 are
drug targets. GAT] is the target of the antiepileptic drug tiagabine,
which presumably acts to increase GABA levels in the synaptic cleft
of GABAergic neurons by inhibiting the reuptake of GABA. GAT3 is
the target for the nipecotic acid derivatives that are anticonvulsants.

SLC6A2 (NET). NET (617 amino acids) is found in cen-
tral and peripheral nervous tissues as well as in adrenal
chromaffin tissue (Chen et al., 2004). In the brain, NET
colocalizes with neuronal markers, consistent with a role
in reuptake of monoamine neurotransmitters. The trans-
porter functions in the Na*-dependent reuptake of norepi-
nephrine and dopamine and as a higher-capacity norepi-
nephrine channel. A major role of NET is to limit the
synaptic dwell time of norepinephrine and to terminate its
actions, salvaging norepinephrine for subsequent repack-
aging. NET knockout mice exhibit a prolonged synaptic
half-life of norepinephrine (Xu et al., 2000). Ultimately,
through its reuptake function, NET participates in the reg-
ulation of many neurological functions, including memo-
ry and mood. NET serves as a drug target; the antidepres-
sant desipramine is considered a selective inhibitor of
NET. Other drugs that interact with NET include other tri-
cyclic antidepressants and cocaine. Orthostatic intoler-
ance, a rare familial disorder characterized by an abnor-
mal blood pressure and heart rate response to changes in
posture, has been associated with a mutation in NET.

SLCEA3 (DAT). DAT is located primarily in the brain in
dopaminergic neurons. Although present on presynaptic
neurons at the neurosynapatic junction, DAT is also present
in abundance along the neurons, away from the synaptic
cleft. This distribution suggests that DAT may play a role
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in clearance of excess dopamine in the vicinity of neurons.
The primary function of DAT is the reuptake dopamine,
terminating its actions, although DAT also weakly interacts
with norepinephrine. Physiologically, DAT is involved in
the various functions that are attributed to the dopaminergic
system, including mood, behavior, reward, and cognition.
The half-life of dopamine in the extracellular spaces of the
brain is prolonged considerably in DAT knockout mice
(Uhl, 2003), which are hyperactive and have sleep disor-
ders. Drugs that interact with DAT include cocaine and its
analogs, amphetamines, and the neurotoxin MPTP.

SLC6A4 (SERT). SERT is located in peripheral tissues
and in the brain along extrasynaptic axonal membranes
(Chen et al., 2004; Olivier et al., 2000). SERT clearly
plays a role in the reuptake and clearance of serotonin in
the brain. Like the other SLC6A family members, SERT
transports its substrates in an Na*-dependent fashion and
is dependent on Cl~ and possibly on the countertransport
of K*. Substrates of SERT include serotonin (5-HT), vari-
ous tryptamine derivatives, and neurotoxins such as 3,4-
methylene-dioxymethamphetamine (MDMA; ecstasy) and
fenfluramine. The serotonin transporter has been one of
the most widely studied proteins in the human genome.
First, it is the specific target of the antidepressants in the
selective serotonin reuptake inhibitor class (e.g., fluoxe-
tine and paroxetine) and one of several targets of tricyclic
antidepressants (e.g., amitriptyline). Further, because of
the important role of serotonin in neurological function
and behavior, genetic variants of SERT have been associ-
ated with an array of behavioral and neurological disor-
ders. In particular, a common promoter region variant that
alters the length of the upstream region of SLC6A4 has
been the subject of many studies. The short form of the
variant results in a reduced rate of transcription of SERT
in comparison with the long form. These differences in
the rates of transcription alter the quantity of mRNA and,
ultimately, the expression and activity of SERT. The short
form has been associated with a variety of neuropsychia-
tric disorders (Lesch et al., 1996). The precise mechanism
by which a reduced activity of SERT, caused by either a
genetic variant or an antidepressant, ultimately affects
behavior, including depression, is not known.

BLOOD-BRAIN BARRIER AND
BLOOD-CSF BARRIER

Drugs acting in the CNS have to cross the BBB or
blood—CSF barrier. These two barriers are formed by
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brain capillary endothelial cells and epithelial cells of the
choroid plexus, respectively. Recent studies have shown
that this is not only a static anatomical barrier but also a
dynamic one in which efflux transporters play a role
(Begley and Brightman, 2003; Sun et al., 2003). P-glyco-
protein was identified initially as an efflux transporter,
and it extrudes its substrate drugs on the luminal mem-
brane of the brain capillary endothelial cells into the
blood. Thus, recognition by P-glycoprotein as a substrate
is a major disadvantage for drugs used to treat CNS dis-
eases. In addition to P-glycoprotein, there is accumulat-
ing evidence for the presence of efflux transport systems
for anionic drugs. The transporters involved in the efflux
transport of organic anions from the CNS are being iden-
tified in the BBB and the blood—CSF barrier and include
the members of organic anion transporting polypeptide
(OATP1A4 and OATP1AS) and organic anion transport-
er (OAT3) families (Kikuchi et al., 2004; Mori et al.,
2003). They facilitate the uptake process of organic com-
pounds such as fS-lactam antibiotics, statins, p-aminohip-
purate, H, antagonists, and bile acids on the plasma mem-
brane facing the brain—CSF. The transporters involved in
the efflux on the membranes that face the blood still
remain to be identified, although several candidate primary
active transporters, such as MRP and BCRP, already have
been proposed. Members of the organic anion transporting
polypeptide family also mediate uptake from the blood on
the plasma membrane facing blood. Further clarification of
influx and efflux transporters in the barriers will enable
delivery of CNS drugs efficiently into the brain while
avoiding undesirable CNS side effects and help to define
the mechanisms of drug—drug interactions and interindi-
vidual differences in the therapeutic CNS effects.
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DRUG METABOLISM

Frank J. Gonzalez and Robert H. Tukey

How Humans Cope with Exposure to Xenobiotics.
The ability of humans to metabolize and clear drugs is a
natural process that involves the same enzymatic path-
ways and transport systems that are utilized for normal
metabolism of dietary constituents. Humans come into
contact with scores of foreign chemicals or xenobiotics
(substances foreign to the body) through exposure to envi-
ronmental contaminants as well as in our diets. Fortunate-
ly, humans have developed a means to rapidly eliminate
xenobiotics so they do not cause harm. In fact, one of the
most common sources of xenobiotics in the diet is from
plants that have many structurally diverse chemicals,
some of which are associated with pigment production
and others that are actually toxins (called phytoallexins)
that protect plants against predators. A common example
is poisonous mushrooms that have many toxins that are
lethal to mammals, including amanitin, gyromitrin, orella-
nine, muscarine, ibotenic acid, muscimol, psilocybin, and
coprine. Animals must be able to metabolize and elimi-
nate such chemicals in order to consume vegetation.
While humans can now choose their dietary source, a typ-
ical animal does not have this luxury and as a result is
subject to its environment and the vegetation that exists in
that environment. Thus, the ability to metabolize unusual
chemicals in plants and other food sources is critical for
survival.

Drugs are considered xenobiotics and most are exten-
sively metabolized in humans. It is worth noting that
many drugs are derived from chemicals found in plants,
some of which had been used in Chinese herbal medicines
for thousands of years. Of the prescription drugs in use
today for cancer treatment, many derive from plant spe-
cies (see Chapter 51); investigating folklore claims led to
the discovery of most of these drugs. It is therefore not
surprising that animals utilize a means for disposing of
human-made drugs that mimics the disposition of chemi-
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cals found in the diet. This capacity to metabolize xenobi-
otics, while mostly beneficial, has made development of
drugs very time consuming and costly due in large part to
(1) interindividual variations in the capacity of humans to
metabolize drugs, (2) drug-drug interactions, and (3) spe-
cies differences in expression of enzymes that metabolize
drugs. The latter limits the use of animal models in drug
development.

A large number of diverse enzymes have evolved in
animals that apparently only function to metabolize for-
eign chemicals. As will be discussed below, there are
such large differences among species in the ability to
metabolize xenobiotics that animal models cannot be
relied upon to predict how humans will metabolize a drug.
Enzymes that metabolize xenobiotics have historically
been called drug-metabolizing enzymes, although they are
involved in the metabolism of many foreign chemicals to
which humans are exposed. Dietary differences among
species during the course of evolution could account for
the marked species variation in the complexity of the
drug-metabolizing enzymes.

Today, most xenobiotics to which humans are exposed
come from sources that include environmental pollution,
food additives, cosmetic products, agrochemicals, pro-
cessed foods, and drugs. In general, these are lipophilic
chemicals, that in the absence of metabolism would not be
efficiently eliminated, and thus would accumulate in the
body, resulting in toxicity. With very few exceptions, all
xenobiotics are subjected to one or multiple pathways that
constitute the phase 1 and phase 2 enzymatic systems. As
a general paradigm, metabolism serves to convert these
hydrophobic chemicals into derivatives that can easily be
eliminated through the urine or the bile.

In order to be accessible to cells and reach their sites of
action, drugs generally must possess physical properties
that allow them to move down a concentration gradient
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into the cell. Thus, most drugs are hydrophobic, a proper-
ty that allows entry through the lipid bilayers into cells
where drugs interact with their target receptors or pro-
teins. Entry into cells is facilitated by a large number of
transporters on the plasma membrane (see Chapter 2).
This property of hydrophobicity would render drugs diffi-
cult to eliminate, since in the absence of metabolism, they
would accumulate in fat and cellular phospholipid bilay-
ers in cells. The xenobiotic-metabolizing enzymes convert
drugs and xenobiotics into compounds that are hydro-
philic derivatives that are more easily eliminated through
excretion into the aqueous compartments of the tissues.
Thus, the process of drug metabolism that leads to elimi-
nation plays a major role in diminishing the biological
activity of a drug. For example, (S)-phenytoin, an anticon-
vulsant used in the treatment of epilepsy, is virtually
insoluble in water. Metabolism by the phase 1 cytochrome
P450 isoenzymes (CYPs) followed by phase 2 uridine
diphosphate-glucuronosyltransferase (UGT) enzymes pro-
duces a metabolite that is highly water soluble and readily
eliminated from the body (Figure 3—1). Metabolism also
terminates the biological activity of the drug. In the case
of phenytoin, metabolism also increases the molecular
weight of the compound, which allows it to be eliminated
more efficiently in the bile.

While xenobiotic-metabolizing enzymes are responsi-
ble for facilitating the elimination of chemicals from the
body, paradoxically these same enzymes can also con-
vert certain chemicals to highly reactive toxic and car-
cinogenic metabolites. This occurs when an unstable
intermediate is formed that has reactivity toward other
compounds found in the cell. Chemicals that can be con-
verted by xenobiotic metabolism to cancer-causing
derivatives are called carcinogens. Depending on the
structure of the chemical substrate, xenobiotic-metabo-
lizing enzymes produce electrophilic metabolites that
can react with nucleophilic cellular macromolecules
such as DNA, RNA, and protein. This can cause cell
death and organ toxicity. Reaction of these electrophiles
with DNA can sometimes result in cancer through the
mutation of genes such as oncogenes or tumor suppres-
sor genes. It is generally believed that most human can-
cers are due to exposure to chemical carcinogens. This
potential for carcinogenic activity makes testing the
safety of drug candidates of vital importance. Testing for
potential cancer-causing activity is particularly critical
for drugs that will be used for the treatment of chronic
diseases. Since each species has evolved a unique com-
bination of xenobiotic-metabolizing enzymes, nonpri-
mate rodent models cannot be solely used during drug
development for testing the safety of new drug candi-
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Figure 3—1. Metabolism of phenytoin by phase 1 cyto-
chrome P450 (CYP) and phase 2 uridine diphosphate-glucu-
ronosyltransferase (UGT). CYP facilitates 4-hydroxylation of
phenytoin to yield 5-(-4-hydroxyphenyl)-5-phenylhydantoin
(HPPH). The hydroxy group serves as a substrate for UGT that
conjugates a molecule of glucuronic acid using UDP-glucuronic
acid (UDP-GA) as a cofactor. This converts a very hydrophobic
molecule to a larger hydrophilic derivative that is eliminated via
the bile.

dates targeted for human diseases. Nevertheless, testing
in rodent models such as mice and rats can usually iden-
tify potential carcinogens.

The Phases of Drug Metabolism. Xenobiotic metabo-
lizing enzymes have historically been grouped into the
phase 1 reactions, in which enzymes carry out oxidation,
reduction, or hydrolytic reactions, and the phase 2 reac-
tions, in which enzymes form a conjugate of the sub-
strate (the phase 1 product) (Table 3—1). The phase 1
enzymes lead to the introduction of what are called func-
tional groups, resulting in a modification of the drug,
such that it now carries an —OH, -COOH, -SH, -O- or
NH, group. The addition of functional groups does little
to increase the water solubility of the drug, but can dra-
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Table 3-1
Xenobiotic Metabolizing Enzymes

ENZYMES

Phase 1 “oxygenases”

Cytochrome P450s (P450 or CYP)
Flavin-containing monooxygenases (FMO)
Epoxide hydrolases (mEH, sEH)

Phase 2 “transferases”
Sulfotransferases (SULT)
UDP-glucuronosyltransferases (UGT)
Glutathione-S-transferases (GST)
N-acetyltransferases (NAT)
Methyltransferases (MT)

Other enzymes

Alcohol dehydrogenases

Aldehyde dehydrogenases
NADPH-quinone oxidoreductase (NQO)
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REACTIONS

C and O oxidation, dealkylation, others
N, S, and P oxidation
Hydrolysis of epoxides

Addition of sulfate
Addition of glucuronic acid
Addition of glutathione
Addition of acetyl group
Addition of methyl group

Reduction of alcohols
Reduction of aldehydes
Reduction of quinones

mEH and sEH are microsomal and soluble epoxide hydrolase. UDP, uridine diphosphate; NADPH, reduced nicotinamide adenine dinucleotide

phosphate.

matically alter the biological properties of the drug.
Phase 1 metabolism is classified as the functionalization
phase of drug metabolism; reactions carried out by phase
1 enzymes usually lead to the inactivation of an active
drug. In certain instances, metabolism, usually the hydrol-
ysis of an ester or amide linkage, results in bioactivation
of a drug. Inactive drugs that undergo metabolism to an
active drug are called prodrugs. An example is the anti-
tumor drug cyclophosphamide, which is bioactivated to
a cell-killing electrophilic derivative (see Chapter 51).
Phase 2 enzymes facilitate the elimination of drugs and
the inactivation of electrophilic and potentially toxic
metabolites produced by oxidation. While many phase 1
reactions result in the biological inactivation of the drug,
phase 2 reactions produce a metabolite with improved
water solubility and increased molecular weight, which
serves to facilitate the elimination of the drug from the
tissue.

Superfamilies of evolutionarily related enzymes and
receptors are common in the mammalian genome; the
enzyme systems responsible for drug metabolism are good
examples. The phase 1 oxidation reactions are carried out
by CYPs, flavin-containing monooxygenases (FMO), and
epoxide hydrolases (EH). The CYPs and FMOs are com-
posed of superfamilies of enzymes. Each superfamily con-
tains multiple genes. The phase 2 enzymes include several
superfamilies of conjugating enzymes. Among the more

important are the glutathione-S-transferases (GST), UDP-
glucuronosyltransferases (UGT), sulfotransferases (SULT),
N-acetyltransferases (NAT), and methyltransferases (MT).
These conjugation reactions usually require the substrate
to have oxygen (hydroxyl or epoxide groups), nitrogen,
and sulfur atoms that serve as acceptor sites for a hydro-
philic moiety, such as glutathione, glucuronic acid, sulfate,
or an acetyl group, that is covalently conjugated to an
acceptor site on the molecule. The example of phase 1 and
phase 2 metabolism of phenytoin is shown in Figure 3—1.
The oxidation by phase 1 enzymes either adds or exposes a
functional group, permitting the products of phase 1
metabolism to serve as substrates for the phase 2 conjugat-
ing or synthetic enzymes. In the case of the UGTs, glucu-
ronic acid is delivered to the functional group, forming a
glucuronide metabolite that is now more water soluble
with a higher molecular weight that is targeted for excre-
tion either in the urine or bile. When the substrate is a
drug, these reactions usually convert the original drug to a
form that is not able to bind to its target receptor, thus
attenuating the biological response to the drug.

Sites of Drug Metabolism. Xenobiotic metabolizing
enzymes are found in most tissues in the body with the
highest levels located in the tissues of the gastrointestinal
tract (liver, small and large intestines). Drugs that are
orally administered, absorbed by the gut, and taken to the
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liver, can be extensively metabolized. The liver is consid-
ered the major “metabolic clearing house” for both endo-
genous chemicals (e.g., cholesterol, steroid hormones,
fatty acids, and proteins), and xenobiotics. The small
intestine plays a crucial role in drug metabolism since
most drugs that are orally administered are absorbed by
the gut and taken to the liver through the portal vein. The
high concentration of xenobiotic-metabolizing enzymes
located in the epithelial cells of the GI tract is responsible
for the initial metabolic processing of most oral medica-
tions. This should be considered the initial site for first-
pass metabolism of drugs. The absorbed drug then enters
the portal circulation for its first pass through the liver,
where metabolism may be prominent, as it is for  adre-
nergic receptor antagonists, for example. While a portion
of active drug escapes this first-pass metabolism in the GI
tract and liver, subsequent passes through the liver result
in more metabolism of the parent drug until the agent is
eliminated. Thus, drugs that are poorly metabolized
remain in the body for longer periods of time and their
pharmacokinetic profiles show much longer elimination
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half-lives than drugs that are rapidly metabolized. Other
organs that contain significant xenobiotic-metabolizing
enzymes include the tissues of the nasal mucosa and lung,
which play important roles in the first-pass metabolism of
drugs that are administered through aerosol sprays. These
tissues are also the first line of contact with hazardous
chemicals that are airborne.

Within the cell, xenobiotic-metabolizing enzymes are
found in the intracellular membranes and in the cytosol.
The phase 1 CYPs, FMOs, and EHs, and some phase 2
conjugating enzymes, notably the UGTs, are all located in
the endoplasmic reticulum of the cell (Figure 3-2). The
endoplasmic reticulum consists of phospholipid bilayers
organized as tubes and sheets throughout the cytoplasm of
the cell. This network has an inner lumen that is physical-
ly distinct from the rest of the cytosolic components of the
cell and has connections to the plasma membrane and
nuclear envelope. This membrane localization is ideally
suited for the metabolic function of these enzymes: hydro-
phobic molecules enter the cell and become embedded in
the lipid bilayer where they come into direct contact with

Oxidoreductase- Endoplasmic reticulum

CYP complex
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Lumen
CYP-oxidoreductase Iron-protoporphyrin X
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Figure 3=2. Location of CYPs in the cell. The figure shows increasingly microscopic levels of detail, sequentially expanding the
areas within the black boxes. CYPs are embedded in the phospholipid bilayer of the endoplasmic reticulum (ER). Most of the enzyme is
located on the cytosolic surface of the ER. A second enzyme, NADPH-cytochrome P450 oxidoreductase, transfers electrons to the CYP
where it can, in the presence of O,, oxidize xenobiotic substrates, many of which are hydrophobic and dissolved in the ER. A single
NADPH-CYP oxidoreductase species transfers electrons to all CYP isoforms in the ER. Each CYP contains a molecule of iron-protopor-
phyrin IX that functions to bind and activate O,. Substituents on the porphyrin ring are methyl (M), propionyl (P), and vinyl (V) groups.
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the phase 1 enzymes. Once subjected to oxidation, drugs
can be conjugated in the membrane by the UGTSs or by
the cytosolic transferases such as GST and SULT. The
metabolites can then be transported out of the cell through
the plasma membrane where they are deposited into the
bloodstream. Hepatocytes, which constitute more than
90% of the cells in the liver, carry out most drug metabo-
lism and can produce conjugated substrates that can also
be transported though the bile canalicular membrane into
the bile from which they are eliminated into the gut (see
Chapter 2).

The CYPs. The CYPs are a superfamily of enzymes, all
of which contain a molecule of heme that is noncovalent-
ly bound to the polypeptide chain (Figure 3-2). Many
other enzymes that use O, as a substrate for their reac-
tions contain heme. Heme is the oxygen-binding moiety,
also found in hemoglobin, where it functions in the bind-
ing and transport of molecular oxygen from the lung to
other tissues. Heme contains one atom of iron in a hydro-
carbon cage that functions to bind oxygen in the CYP
active site as part of the catalytic cycle of these enzymes.
CYPs use O,, plus H* derived from the cofactor-reduced
nicotinamide adenine dinucleotide phosphate (NADPH),
to carry out the oxidation of substrates. The H* is sup-
plied through the enzyme NADPH-cytochrome P450
oxidoreductase. Metabolism of a substrate by a CYP
consumes one molecule of molecular oxygen and pro-
duces an oxidized substrate and a molecule of water as a
by-product. However, for most CYPs, depending on the
nature of the substrate, the reaction is “uncoupled,” con-
suming more O, than substrate metabolized and produc-
ing what is called activated oxygen or O,~. The O, is
usually converted to water by the enzyme superoxide
dismutase.

Among the diverse reactions carried out by mammali-
an CYPs are N-dealkylation, O-dealkylation, aromatic
hydroxylation, N-oxidation, S-oxidation, deamination, and
dehalogenation (Table 3-2). More than 50 individual
CYPs have been identified in humans. As a family of
enzymes, CYPs are involved in the metabolism of dietary
and xenobiotic agents, as well as the synthesis of endoge-
nous compounds such as steroids and the metabolism of
bile acids, which are degradation by-products of choles-
terol. In contrast to the drug-metabolizing CYPs, the
CYPs that catalyze steroid and bile acid synthesis have
very specific substrate preferences. For example, the CYP
that produces estrogen from testosterone, CYP19 or aro-
matase, can metabolize only testosterone and does not
metabolize xenobiotics. Specific inhibitors for aromatase,
such as anastrozole, have been developed for use in the
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treatment of estrogen-dependent tumors (see Chapter 51).
The synthesis of bile acids from cholesterol occurs in the
liver, where, subsequent to CYP-catalyzed oxidation, the
bile acids are conjugated and transported through the bile
duct and gallbladder into the small intestine. CYPs
involved in bile acid production have strict substrate
requirements and do not participate in xenobiotic or drug
metabolism.

The CYPs that carry out xenobiotic metabolism have a
tremendous capacity to metabolize a large number of
structurally diverse chemicals. This is due both to multi-
ple forms of CYPs and to the capacity of a single CYP to
metabolize many structurally distinct chemicals. A single
compound can also be metabolized, albeit at different
rates, by different CYPs. In addition, CYPs can metabo-
lize a single compound at different positions on the mole-
cule. In contrast to enzymes in the body that carry out
highly specific reactions involved in the biosynthesis and
degradation of important cellular constituents in which
there is a single substrate and one or more products, or
two simultaneous substrates, the CYPs are considered
promiscuous in their capacity to bind and metabolize mul-
tiple substrates (Table 3-2). This property, which is due
to large and fluid substrate binding sites in the CYP, sac-
rifices metabolic turnover rates; CYPs metabolize sub-
strates at a fraction of the rate of more typical enzymes
involved in intermediary metabolism and mitochondrial
electron transfer. As a result, drugs have, in general, half-
lives of the order of 3 to 30 hours, while endogenous
compounds have half-lives of the order of seconds or
minutes (e.g., dopamine and insulin). Even though CYPs
have slow catalytic rates, their activities are sufficient to
metabolize drugs that are administered at high concentra-
tions in the body. This unusual feature of extensive over-
lapping substrate specificities by the CYPs is one of the
underlying reasons for the predominance of drug-drug
interactions. When two coadministered drugs are both
metabolized by a single CYP, they compete for binding to
the enzyme’s active site. This can result in the inhibition
of metabolism of one or both of the drugs, leading to ele-
vated plasma levels. If there is a narrow therapeutic index
for the drugs, the elevated serum levels may elicit
unwanted toxicities. Drug-drug interactions are among the
leading causes of adverse drug reactions.

The CYPs are the most actively studied of the xenobiotic metab-
olizing enzymes since they are responsible for metabolizing the vast
majority of therapeutic drugs. CYPs are complex and diverse in
their regulation and catalytic activities. Cloning and sequencing of
CYP complementary DNAs, and more recently total genome
sequencing, have revealed the existence of 102 putatively functional
genes and 88 pseudogenes in the mouse, and 57 putatively functional



Table 3-2
Major Reactions Involved in Drug Metabolism

REACTION

1. Oxidative reactions

N-Dealkylation RNHCH; — RNH, + CH,0

O-Dealkylation ROCH; — ROH + CH,0

Aliphatic RCH,CH; — RCHOHCH;
hydroxylation
Aromatic R R R
hydroxylation
—> —
© OH
o RNH, —» RNHOH
N-Oxidation
Ry R
> NH — D N—OH
Ra” Ry
S-Oxidation R R
_~SHy; —>= _§=0
2 Ro
OH
RCHCH, [ 0
Deamination | —> R— C—CHz —> I + NH,
NH, [ R— C—CHs
NH,
IL. Hydrolysis reactions
R R
R R
—
OH
© OH
O
Il — R,COOH —> R,OH,
R,COR,
O
Il —~ R,COOH —> RyNH,
R,CNR,
III. Conjugation reactions
o COOH COOH
Glucuronidation oO—R
R+ @ — (OH + UC
OH |©O OH
AN
OH "UDP OH

UDP-glucuronic acid
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EXAMPLES

Imipramine, diazepam, codeine,
erythromycin, morphine, tamoxifen,
theophylline, caffeine

Codeine, indomethacin, dextromethorphan

Tolbutamide, ibuprofen, phenobarbital,
meprobamate, cyclosporine, midazolam

Phenytoin, phenobarbital, propanolol,
ethinyl estradiol, amphetamine, war-
farin

Chlorpheniramine, dapsone, meperidine

Cimetidine, chlorpromazine, thior-
idazine, omeprazole

Diazepam, amphetamine

Carbamazepine

Procaine, aspirin, clofibrate, meperidine,
enalapril, cocaine

Lidocaine, procainamide, indomethacin

Acetaminophen, morphine, oxazepam,
lorazepam

(Continued)
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EXAMPLES

Acetaminophen, steroids, methyldopa

Sulfonamides, isoniazid, dapsone,
clonazepam (see Table 3-3)

L-Dopa, methyldopa, mercaptopurine,
captopril

Adriamycin, fosfomycin, busulfan

Table 3-2
Major Reactions Involved in Drug Metabolism (Continued)
REACTION
Sulfation PAPS + ROH —>» R—0—S0,—OH + PAP
3'-phosphoadenosine-5' 3'-phosphoadenosine-5'-
phosphosulfate phosphate
Acetylation CoAS—CO—CHg + RNH, —» RNH—CO—CHj + CoA-SH
Methylation RO-, RS-, RN- + AdoMet — RO-CH; + AdoHomCys
Glutathione GSH + R — R-GSH
conjugation

genes and 58 pseudogenes in humans. These genes are grouped,
based on amino acid sequence similarity, into a large number of
families and subfamilies. CYPs are named with the root CYP fol-
lowed by a number designating the family, a letter denoting the sub-
family, and another number designating the CYP form. Thus,
CYP3A4 is family 3, subfamily A, and gene number 4. While sever-
al CYP families are involved in the synthesis of steroid hormones
and bile acids, and the metabolism of retinoic acid and fatty acids,
including prostaglandins and eicosanoids, a limited number of CYPs
(15 in humans) that fall into families 1 to 3 are primarily involved in
xenobiotic metabolism (Table 3—1). Since a single CYP can metab-
olize a large number of structurally diverse compounds, these
enzymes can collectively metabolize scores of chemicals found in
the diet, environment, and administered as drugs. In humans, 12
CYPs (CYPIAL, 1A2, 1B1, 2A6, 2B6, 2C8, 2C9, 2C19, 2D6, 2E1,
3A4, and 3A5) are known to be important for metabolism of xeno-
biotics. The liver contains the greatest abundance of xenobiotic-
metabolizing CYPs, thus ensuring efficient first-pass metabolism of
drugs. CYPs are also expressed throughout the GI tract, and in
lower amounts in lung, kidney, and even in the CNS. The expres-
sion of the different CYPs can differ markedly as a result of dietary
and environmental exposure to inducers, or through interindividual
changes resulting from heritable polymorphic differences in gene
structure, and tissue-specific expression patterns can impact on
overall drug metabolism and clearance. The most active CYPs for
drug metabolism are those in the CYP2C, CYP2D, and CYP3A sub-
families. CYP3A4 is the most abundantly expressed and involved in
the metabolism of about 50% of clinically used drugs (Figure 3—
3A). The CYPIA, CYP1B, CYP2A, CYP2B, and CYP2E subfami-
lies are not significantly involved in the metabolism of therapeutic
drugs, but they do catalyze the metabolic activation of many protox-
ins and procarcinogens to their ultimate reactive metabolites.

There are large differences in levels of expression of each CYP
between individuals as assessed both by clinical pharmacologic
studies and by analysis of expression in human liver samples. This
large interindividual variability in CYP expression is due to the
presence of genetic polymorphisms and differences in gene regula-

tion (see below). Several human CYP genes exhibit polymorphisms,
including CYP2A6, CYP2C9, CYP2C19, and CYP2D6. Allelic vari-
ants have been found in the CYPI/BI and CYP3A4 genes, but they
are present at low frequencies in humans and appear not to have a
major role in interindividual levels of expression of these enzymes.
However, homozygous mutations in the CYP/BI gene are associat-
ed with primary congenital glaucoma.

Drug-Drug Interactions. Differences in the rate of
metabolism of a drug can be due to drug interactions.
Most commonly, this occurs when two drugs (e.g., a stat-
in and a macrolide antibiotic or antifungal) are coadminis-
tered and are metabolized by the same enzyme. Since
most of these drug-drug interactions are due to CYPs, it
becomes important to determine the identity of the CYP
that metabolizes a particular drug and to avoid coadminis-
tering drugs that are metabolized by the same enzyme.
Some drugs can also inhibit CYPs independently of being
substrates for a CYP. For example, the common antifun-
gal agent, ketoconazole (NIZORAL), is a potent inhibitor
of CYP3A4 and other CYPs, and coadministration of
ketoconazole with the anti-HIV viral protease inhibitors
reduces the clearance of the protease inhibitor and increases
its plasma concentration and the risk of toxicity. For most
drugs, descriptive information found on the package insert
lists the CYP that carries out its metabolism and the
potential for drug interactions. Some drugs are CYP
inducers that can induce not only their own metabolism,
but also induce metabolism of other coadministered drugs
(see below and Figure 3—13). Steroid hormones and herb-
al products such as St. John’s wort can increase hepatic
levels of CYP3A4, thereby increasing the metabolism of
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Figure 3-3. The fraction of clinically used drugs metabo-
lized by the major phase 1 and phase 2 enzymes. The relative
size of each pie section represents the estimated percentage of
drugs metabolized by the major phase 1 (panel A) and phase 2
(panel B) enzymes, based on studies in the literature. In some
cases, more than a single enzyme is responsible for metabolism
of a single drug. CYP, cytochrome P450; DPYD, dihydropyrim-
idine dehydrogenase; GST, glutathione-S-transferase; NAT, N-
acetyltransferase; SULT, sulfotransferase, TPMT, thiopurine
methyltransferase; UGT, UDP-glucuronosyltransferase.

UGTs

many orally administered drugs. Drug metabolism can
also be influenced by diet. CYP inhibitors and inducers
are commonly found in foods and in some cases these can
influence the toxicity and efficacy of a drug. Components
found in grapefruit juice (e.g., naringin, furanocoumarins)
are potent inhibitors of CYP3A4, and thus some drug
inserts recommend not taking medication with grape-
fruit juice because it could increase the bioavailability
of a drug.

Terfenadine, a once popular antihistamine, was removed from
the market because its metabolism was blocked by CYP3A4 sub-
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strates such as erythromycin and grapefruit juice. Terfenadine is
actually a prodrug that requires oxidation by CYP3A4 to its active
metabolite, and at high doses the parent compound caused arrhyth-
mias. Thus, elevated levels of parent drug in the plasma as a result
of CYP3A4 inhibition caused ventricular tachycardia in some indi-
viduals, which ultimately led to its withdrawal from the market. In
addition, interindividual differences in drug metabolism are signifi-
cantly influenced by polymorphisms in CYPs. The CYP2D6 poly-
morphism has led to the withdrawal of several clinically used drugs
(e.g., debrisoquine and perhexiline) and the cautious use of others
that are known CYP2D6 substrates (e.g., encainide and flecainide
[antiarrhythmics], desipramine and nortriptyline [antidepressants],
and codeine).

Flavin-Containing Monooxygenases (FMOs). The FMOs
are another superfamily of phase 1 enzymes involved
in drug metabolism. Similar to CYPs, the FMOs are
expressed at high levels in the liver and are bound to
the endoplasmic reticulum, a site that favors interaction
with and metabolism of hydrophobic drug substrates.
There are six families of FMOs, with FMO3 being the
most abundant in liver. FMO3 is able to metabolize
nicotine as well as H,-receptor antagonists (cimetidine
and ranitidine), antipsychotics (clozapine), and anti-
emetics (itopride). A genetic deficiency in this enzyme
causes the fish-odor syndrome due to a lack of metabo-
lism of trimethylamine N-oxide (TMAO) to trimethyl-
amine (TMA); in the absence of this enzyme, TMAO
accumulates in the body and causes a socially offensive
fish odor. TMAO is found at high concentrations, up to
15% by weight, in marine animals where it acts as an
osmotic regulator. FMOs are considered minor contrib-
utors to drug metabolism and they almost always pro-
duce benign metabolites. In addition, FMOs are not
induced by any of the xenobiotic receptors (see below)
or easily inhibited; thus, in distinction to CYPs, FMOs
would not be expected to be involved in drug-drug
interactions. In fact, this has been demonstrated by
comparing the pathways of metabolism of two drugs
used in the control of gastric motility, itopride and
cisapride. Itopride is metabolized by FMO3 while cis-
apride is metabolized by CYP3A4; thus, itopride is less
likely to be involved in drug-drug interactions than is
cisapride. CYP3A4 participates in drug-drug interac-
tions through induction and inhibition of metabolism,
whereas FMO3 is not induced or inhibited by any clini-
cally used drugs. It remains a possibility that FMOs
may be of importance in the development of new drugs. A
candidate drug could be designed by introducing a site
for FMO oxidation with the knowledge that selected
metabolism and pharmacokinetic properties could be
accurately calculated for efficient drug-based biologi-
cal efficacy.
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Hydrolytic Enzymes. Two forms of epoxide hydrolase
carry out hydrolysis of epoxides produced by CYPs. The sol-
uble epoxide hydrolase (sEH) is expressed in the cytosol
while the microsomal epoxide hydrolase (mEH) is localized
to the membrane of the endoplasmic reticulum. Epoxides are
highly reactive electrophiles that can bind to cellular nucleo-
philes found in protein, RNA, and DNA, resulting in cell
toxicity and transformation. Thus, epoxide hydrolases partic-
ipate in the deactivation of potentially toxic derivatives gen-
erated by CYPs. There are a few examples of the influence
of mEH on drug metabolism. The antiepileptic drug carbam-
azepine is a prodrug that is converted to its pharmacological-
ly active derivative, carbamazepine-10,11-epoxide by CYP.
This metabolite is efficiently hydrolyzed to a dihydrodiol by
mEH, resulting in inactivation of the drug (Figure 3—4). Inhi-
bition of mEH can cause an elevation in plasma concentra-
tions of the active metabolite, causing side effects. The tran-
quilizer valnoctamide and anticonvulsant valproic acid
inhibit mEH, resulting in clinically significant drug interac-
tions with carbamazepine. This has led to efforts to develop
new antiepileptic drugs such as gabapentin and levetirace-
tam that are metabolized by CYPs and not by EHs.

The carboxylesterases comprise a superfamily of
enzymes that catalyze the hydrolysis of ester- and amide-

|
CONH,

1 CYP

CONH,

Figure 3—4. Metabolism of carbamazepine by CYP and
microsomal epoxide hydrolase (mEH). Carbamazepine is oxi-
dized to the pharmacologically-active metabolite carbam-
azepine-10,11-epoxide by CYP. The epoxide is converted to a
trans-dihydrodiol by mEH. This metabolite is biologically inac-
tive and can be conjugated by phase 2 enzymes.
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Irinotecan
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Figure 3-5. Metabolism of irinotecan (CPT-11). The pro-
drug CPT-11 is initially metabolized by a serum esterase (CES2)
to the topoisomerase inhibitor SN-38, which is the active camp-
tothecin analog that slows tumor growth. SN-38 is then subject
to glucuronidation, which results in loss of biological activity
and facilitates elimination of the SN-38 in the bile.

containing chemicals. These enzymes are found in both
the endoplasmic reticulum and the cytosol of many cell
types and are involved in detoxification or metabolic acti-
vation of various drugs, environmental toxicants, and car-
cinogens. Carboxylesterases also catalyze the activation
of prodrugs to their respective free acids. For example,
the prodrug and cancer chemotherapeutic agent irinotecan
is a camptothecin analog that is bioactivated by plasma
and intracellular carboxylesterases to the potent topoi-
somerase inhibitor SN-38 (Figure 3-5).
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Conjugating Enzymes. There are a large number of
phase 2 conjugating enzymes, all of which are considered
to be synthetic in nature since they result in the formation
of a metabolite with an increased molecular mass. Phase 2
reactions also terminate the biological activity of the drug.
The contributions of different phase 2 reactions to drug
metabolism are shown in Figure 3-3B. Two of the phase 2
reactions, glucuronidation and sulfation, result in the for-
mation of metabolites with a significantly increased water-
to-lipid partition coefficient, resulting in hydrophilicity and
facilitating their transport into the aqueous compartments
of the cell and the body. Glucuronidation also markedly
increases the molecular weight of the compound, a modifi-
cation that favors biliary excretion. While sulfation and
acetylation terminate the biological activity of drugs, the
solubility properties of these metabolites are altered
through minor changes in the overall charge of the mole-
cule. Characteristic of the phase 2 reactions is the depen-
dency on the catalytic reactions for cofactors such as
UDP-glucuronic acid (UDP-GA) and 3’-phosphoadenos-
ine-5’-phosphosulfate (PAPS), for UDP-glucuronosyltrans-
ferases (UGT) and sulfotransferases (SULT), respectively,
which react with available functional groups on the sub-
strates. The reactive functional groups are often generated
by the phase 1 CYPs. All of the phase 2 reactions are car-
ried out in the cytosol of the cell, with the exception of glu-
curonidation, which is localized to the luminal side of the
endoplasmic reticulum. The catalytic rates of phase 2 reac-
tions are significantly faster than the rates of the CYPs.
Thus, if a drug is targeted for phase 1 oxidation through the
CYPs, followed by a phase 2 conjugation reaction, usually
the rate of elimination will depend upon the initial (phase
1) oxidation reaction. Since the rate of conjugation is faster
and the process leads to an increase in hydrophilicity of the
drug, phase 2 reactions are generally considered to assure
the efficient elimination and detoxification of most drugs.

Glucuronidation. Among the more important of the
phase 2 reactions in the metabolism of drugs is that cata-
lyzed by UDP-glucuronosyltransferases (UGTs) (Figure
3-3B). These enzymes catalyze the transfer of glucuronic
acid from the cofactor UDP-glucuronic acid to a substrate
to form B-D-glucopyranosiduronic acids (glucuronides),
metabolites that are sensitive to cleavage by S-glucu-
ronidase. The generation of glucuronides can be formed
through alcoholic and phenolic hydroxyl groups, carbox-
yl, sulfuryl, and carbonyl moieties, as well as through pri-
mary, secondary, and tertiary amine linkages. Examples
of glucuronidation reactions are shown in Table 3-2 and
Figure 3-5. The structural diversity in the many different
types of drugs and xenobiotics that are processed through
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glucuronidation assures that most clinically efficacious
therapeutic agents will be excreted as glucuronides.

There are 19 human genes that encode the UGT proteins. Nine
are encoded by the UGT/ locus and 10 are encoded by the UGT2
family of genes. Both families of proteins are involved in the metab-
olism of drugs and xenobiotics, while the UGT2 family of proteins
appears to have greater specificity for the glucuronidation of endo-
genous substances such as steroids. The UGT?2 proteins are encoded
by unique genes on chromosome 4 and the structure of each gene
includes six exons. The clustering of the UGT2 genes on the same
chromosome with a comparable organization of the regions encod-
ing the open reading frames is evidence that gene duplication has
occurred, a process of natural selection that has resulted in the mul-
tiplication and eventual diversification of the potential to detoxify
the plethora of compounds that are targeted for glucuronidation.

The nine functional UGT1 proteins are all encoded by the UGT]
locus (Figure 3-6), which is located on chromosome 2. The UGT!
locus spans nearly 200 kb, with over 150 kb encoding a tandem
array of cassette exonic regions that encode approximately 280
amino acids of the amino terminal portion of the UGT1A proteins.
Four exons are located at the 3" end of the locus that encode the car-
boxyl 245 amino acids that combine with one of the consecutively
numbered array of first exons to form the individual UGT! gene
products. Since exons 2 to 5 encode the same sequence for each
UGTI1A protein, the variability in substrate specificity for each of
the UGTIA proteins results from the significant divergence in
sequence encoded by the exon 1 regions. The 5" flanking region of
each first-exon cassette contains a fully functional promoter capable
of initiating transcription in an inducible and tissue-specific manner.

From a clinical perspective, the expression of UGT1A1 assumes an
important role in drug metabolism since the glucuronidation of biliru-
bin by UGT1AL1 is the rate-limiting step in assuring efficient bilirubin
clearance, and this rate can be affected by both genetic variation and
competing substrates (drugs). Bilirubin is the breakdown product of
heme, 80% of which originates from circulating hemoglobin and 20%
from other heme-containing proteins such as the CYPs. Bilirubin is

UGT1 Locus
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Figure 3-6. Organization of the UGTIA Locus. Transcrip-
tion of the UGTIA genes commences with the activation of
Polll, which is controlled through tissue-specific events. Con-
served exons 2 to 5 are spliced to each respective exon 1
sequence resulting in the production of unique UGTIA sequenc-
es. The UGTIA locus encodes nine functional proteins.
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hydrophobic, associates with serum albumin, and must be metabolized
further by glucuronidation to assure its elimination. The failure to effi-
ciently metabolize bilirubin by glucuronidation leads to elevated serum
levels and a clinical symptom called hyperbilirubinemia or jaundice.
There are more than 50 genetic lesions in the UGTIAI gene that can
lead to inheritable unconjugated hyperbilirubinemia. Crigler-Najjar
syndrome type I is diagnosed as a complete lack of bilirubin glucu-
ronidation, while Crigler-Najjar syndrome type II is differentiated by
the detection of low amounts of bilirubin glucuronides in duodenal
secretions. Types I and II Crigler-Najjar syndrome are rare, and result
from genetic polymorphisms in the open reading frames of the
UGTIAI gene, resulting in abolished or highly diminished levels of
functional protein.

Gilbert’s syndrome is a generally benign condition that is present
in up to 10% of the population; it is diagnosed clinically because cir-
culating bilirubin levels are 60% to 70% higher than those seen in
normal subjects. The most common genetic polymorphism associated
with Gilbert’s syndrome is a mutation in the UGTIAI gene promoter,
which leads to reduced expression levels of UGT1A1l. Subjects diag-
nosed with Gilbert’s syndrome may be predisposed to adverse drug
reactions resulting from a reduced capacity to metabolize drugs by
UGTIAL. If a drug undergoes selective metabolism by UGTIAI,
competition for drug metabolism with bilirubin glucuronidation will
exist, resulting in pronounced hyperbilirubinemia as well as reduced
clearance of metabolized drug. Tranilast [N-(3’4’-demethoxycin-
namoyl)-anthranilic acid] is an investigational drug used for the pre-
vention of restenosis in patients that have undergone transluminal cor-
onary revascularization (intracoronary stents). Tranilast therapy in

HO
Bacterial
B-glucuronidase

H
H OH

intestinal
epithelial cells

> W

SN-38 W SN-38G

81

patients with Gilbert’s syndrome has been shown to lead to hyperbili-
rubinemia as well as potential hepatic complications resulting from
elevated levels of tranilast.

Gilbert’s syndrome also alters patient responses to irinotecan.
Irinotecan, a prodrug used in chemotherapy of solid tumors (see
Chapter 51), is metabolized to its active form, SN-38, by serum car-
boxylesterases (Figure 3-5). SN-38, a potent topoisomerase inhibi-
tor, is inactivated by UGT1A1 and excreted in the bile (Figures 3—7
and 3-8). Once in the lumen of the intestine, the SN-38 glucuronide
undergoes cleavage by bacterial B-glucuronidase and re-enters the
circulation through intestinal absorption. Elevated levels of SN-38
in the blood lead to hematological toxicities characterized by leuko-
penia and neutropenia, as well as damage to the intestinal epithelial
cells (Figure 3-8), resulting in acute and life-threatening diarrhea.
Patients with Gilbert’s syndrome who are receiving irinotecan thera-
py are predisposed to the hematological and gastrointestinal toxici-
ties resulting from elevated serum levels of SN-38, the net result of
insufficient UGT1A activity and the consequent accumulation of a
toxic drug in the GI epithelium.

The UGTs are expressed in a tissue-specific and often induc-
ible fashion in most human tissues, with the highest concentration
of enzymes found in the GI tract and liver. Based upon their physi-
cochemical properties, glucuronides are excreted by the kidneys
into the urine or through active transport processes through the
apical surface of the liver hepatocytes into the bile ducts where
they are transported to the duodenum for excretion with compo-
nents of the bile. Most of the bile acids that are glucuronidated are
reabsorbed back to the liver for reutilization by “enterohepatic

Biliary excretion of
SN-38 glucuronide (SN-38G)

apical side
(Gl lumen)

intestinal
epithelial cells

basolateral side
(blood)

SN-38

Figure 3=7. Routes of SN-38 transport and exposure to intestinal epithelial cells. SN-38 is transported into the bile following
glucuronidation by liver UGT1A1 and extrahepatic UGT1A7. Following cleavage of luminal SN-38 glucuronide (SN-38G) by bacteri-
al B-glucuronidase, reabsorption into epithelial cells can occur by passive diffusion (indicated by the dashed arrows entering the cell)
as well as by apical transporters. Movement into epithelial cells may also occur from the blood by basolateral transporters. Intestinal
SN-38 can efflux into the lumen through P-glycoprotein (P-gp) and multidrug resistance protein 2 (MRP2) and into the blood via
MRP1. Excessive accumulation of the SN-38 in intestinal epithelial cells, resulting from reduced glucuronidation, can lead to cellular

damage and toxicity (Tukey et al., 2002).
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Figure 3-8. Cellular targets of SN-38 in the blood and intestinal tissues. Excessive accumulation of SN-38 can lead to blood
toxicities such as leukopenia and neutropenia, as well as damage to the intestinal epithelium. These toxicities are pronounced in indi-
viduals that have reduced capacity to form the SN-38 glucuronide, such as patients with Gilbert’s syndrome. Note the different body

compartments and cell types involved (Tukey et al., 2002).

recirculation”; many drugs that are glucuronidated and excreted in
the bile can re-enter the circulation by this same process. The -D-
glucopyranosiduronic acids are targets for -glucuronidase activi-
ty found in resident strains of bacteria that are common in the
lower GI tract, liberating the free drug into the intestinal lumen.
As water is reabsorbed into the large intestine, free drug can then
be transported by passive diffusion or through apical transporters
back into the intestinal epithelial cells, from which the drug can
then re-enter the circulation. Through portal venous return from
the large intestine to the liver, the reabsorption process allows for
the re-entry of drug into the systemic circulation (Figures 3—7 and
3-8).

Sulfation. The sulfotransferases (SULTSs) are located in
the cytosol and conjugate sulfate derived from 3’-phos-
phoadenosine-5’-phosphosulfate (PAPS) to the hydroxyl
groups of aromatic and aliphatic compounds. Like all of
the xenobiotic metabolizing enzymes, the SULTSs
metabolize a wide variety of endogenous and exoge-
nous substrates. In humans, 11 SULT isoforms have
been identified, and, based on evolutionary projections,
have been classified into the SULT1 (SULT1A1, SULT1AZ2,
SULT1A3, SULTI1BI1, SULT1C2, SYLT1C4, SULTIE1),
SULT2 (SULT2A1, SULT2B1-vl, SULT2B1-v2), and
SULT4 (SULT4A1) families. SULTs play an important
role in normal human homeostasis. For example, SULT1B1
is the predominant form expressed in skin and brain, car-
rying out the catalysis of cholesterol and thyroid hor-
mones. Cholesterol sulfate is an essential metabolite in
regulating keratinocyte differentiation and skin develop-
ment. SULT1A3 is highly selective for catecholamines,
while estrogens are sulfated by SULT1EI and dehydroepi-

androsterone (DHEA) is selectively sulfated by SULT2A1.
In humans, significant fractions of circulating catechol-
amines, estrogens, iodothyronines, and DHEA exist in the
sulfated form.

The different human SULTSs display a variety of unique sub-
strate specificities. The SULT1 family isoforms are considered to
be the major forms involved in drug metabolism, with SULT1A1
being the most important and displaying extensive diversity in its
capacity to catalyze the sulfation of a wide variety of structurally
heterogeneous xenobiotics. The isoforms in the SULT1 family
have been recognized as phenol SULTSs, since they have been
characterized to catalyze the sulfation of phenolic molecules such
as acetaminophen, minoxidil, and 17o-ethinyl estradiol. While
two SULTIC isoforms exist, little is known about their substrate
specificity toward drugs, although SULT1C4 is capable of sulfat-
ing the hepatic carcinogen N-OH-2-acetylaminofluorene. Both
SULTIC2 and SULT1C4 are expressed abundantly in fetal tissues
and decline in abundance in adults, yet little is known about their
substrate specificities. SULT1E catalyzes the sulfation of endoge-
nous and exogenous steroids, and has been found localized in liver
as well as in hormone-responsive tissues such as the testis, breast,
adrenal gland, and placenta.

The conjugation of drugs and xenobiotics is considered pri-
marily a detoxification step, assuring that these agents are com-
partmented into the water compartments of the body for targeted
elimination. However, drug metabolism through sulfation often
leads to the generation of chemically reactive metabolites, where
the sulfate is electron withdrawing and may be heterolytically
cleaved, leading to the formation of an electrophilic cation. Most
examples of the generation by sulfation of a carcinogenic or toxic
response in animal or test mutagenicity assays have been docu-
mented with chemicals derived from the environment or from
food mutagens generated from well-cooked meat. Thus, it is
important to understand whether genetic linkages can be made by
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associating known human SULT polymorphisms to cancer epi-
sodes that are felt to originate from environmental sources. Since
SULTIA1 is the most abundant in human tissues and displays
broad substrate specificity, the polymorphic profiles associated
with this gene and the onset of various human cancers is of con-
siderable interest. An appreciation of the structure of the proteins
of the SULT family will aid in drug design and advance an under-
standing of the linkages relating sulfation to cancer susceptibility,
reproduction, and development. The SULTSs from the SULT1 and
SULT2 families were among the first xenobiotic-metabolizing
enzymes to be crystallized and the data indicate a highly con-
served catalytic core (Figure 3-9A). The structures reveal the role
of the co-substrate PAPS in catalysis, identifying the conserved
amino acids that facilitate the 3’ phosphate’s role in sulfuryl
transfer to the protein and in turn to the substrate (Figure 3-9B).
Crystal structures of the different SULTs indicate that while con-
servation in the PAPS binding region is maintained, the organiza-
tion of the substrate binding region differs, helping to explain the
observed differences in catalytic potential displayed with the dif-
ferent SULTS.

Glutathione Conjugation. The glutathione-S-trans-
ferases (GSTs) catalyze the transfer of glutathione to
reactive electrophiles, a function that serves to protect
cellular macromolecules from interacting with electro-
philes that contain electrophilic heteroatoms (-O, -N,
and -S) and in turn protects the cellular environment
from damage. The co-substrate in the reaction is the trip-
eptide glutathione, which is synthesized from }-glutamic
acid, cysteine, and glycine (Figure 3-10). Glutathione
exists in the cell as oxidized (GSSG) or reduced (GSH),
and the ratio of GSH:GSSG is critical in maintaining a
cellular environment in the reduced state. In addition to
affecting xenobiotic conjugation with GSH, a severe
reduction in GSH content can predispose cells to oxida-
tive damage, a state that has been linked to a number of
human health issues.

In the formation of glutathione conjugates, the reaction
generates a thioether linkage with drug or xenobiotic to
the cysteine moiety of the tripeptide. Characteristically,
all GST substrates contain an electrophilic atom and are
hydrophobic, and by nature will associate with cellular
proteins. Since the concentration of glutathione in cells is
usually very high, typically ~7 umol/g of liver, or in the
10 mM range, many drugs and xenobiotics can react non-
enzymatically with glutathione. However, the GSTs have
been found to occupy up to 10% of the total cellular pro-
tein concentration, a property that assures efficient conju-
gation of glutathione to reactive electrophiles. The high
concentration of GSTs also provides the cells with a sink
of cytosolic protein, a property that facilitates noncovalent
and sometimes covalent interactions with compounds that
are not substrates for glutathione conjugation. The cytoso-
lic pool of GSTs, once identified as ligandin, has been
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shown to bind steroids, bile acids, bilirubin, cellular hor-
mones, and environmental toxicants, in addition to com-
plexing with other cellular proteins.

Over 20 human GSTs have been identified and divided into two
subfamilies: the cytosolic and the microsomal forms. The major dif-
ferences in function between the microsomal and cytosolic GSTs
reside in the selection of substrates for conjugation; the cytosolic
forms have more importance in the metabolism of drugs and xeno-
biotics, whereas the microsomal GSTs are important in the endoge-
nous metabolism of leukotrienes and prostaglandins. The cytosolic
GSTs are divided into seven classes termed alpha (GSTA1 and 2),
mu (GSTMI1 through 5), omega (GSTOI1), pi (GSTPI), sigma
(GSTS1), theta (GSTT1 and 2), and zeta (GSTZI1). Those in the
alpha and mu classes can form heterodimers, allowing for a large
number of active transferases to form. The cytosolic forms of GST
catalyze conjugation, reduction, and isomerization reactions.

The high concentrations of GSH in the cell, as well as the over-
abundance of GSTs, means that few reactive molecules escape
detoxification. However, while there appears to be an overcapacity
of enzyme and reducing equivalents, there is always concern that
some reactive intermediates will escape detoxification, and by
nature of their electrophilicity, will bind to cellular components
and cause toxicity. The potential for such an occurrence is height-
ened if GSH is depleted or if a specific form of GST is polymor-
phic. While it is difficult to deplete cellular GSH levels, therapeu-
tic agents that require large doses to be clinically efficacious have
the greatest potential to lower cellular GSH levels. Acetamino-
phen, which is normally metabolized by glucuronidation and sul-
fation, is also a substrate for oxidative metabolism by CYP2EI1,
which generates the toxic metabolite N-acetyl-p-benzoquinone
imine (NAPQI). An overdose of acetaminophen can lead to deple-
tion of cellular GSH levels, thereby increasing the potential for
NAPQI to interact with other cellular components. Acetaminophen
toxicity is associated with increased levels of NAPQI and tissue
necrosis.

Like many of the enzymes involved in drug and xenobiotic
metabolism, all of the GSTs have been shown to be polymorphic.
The mu (GSTM170) and theta (GSTT170) genotypes express a null
phenotype; thus, individuals that are polymorphic at these loci are
predisposed to toxicities by agents that are selective substrates for
these GSTs. For example, the GSTM170 allele is observed in 50%
of the Caucasian population and has been linked genetically to
human malignancies of the lung, colon, and bladder. Null activity in
the GSTT1 gene has been associated with adverse side effects and
toxicity in cancer chemotherapy with cytostatic drugs; the toxicities
result from insufficient clearance of the drugs via GSH conjugation.
Expression of the null genotype can be as high as 60% in Chinese
and Korean populations. Therapies may alter efficacies, with an
increase in severity of adverse side effects.

While the GSTs play an important role in cellular detoxification,
their activities in cancerous tissues have been linked to the develop-
ment of drug resistance toward chemotherapeutic agents that are
both substrates and nonsubstrates for the GSTs. Many anticancer
drugs are effective because they initiate cell death or apoptosis,
which is linked to the activation of mitogen-activated protein
(MAP) kinases such as JNK and p38. Investigational studies have
demonstrated that overexpression of GSTs is associated with resis-
tance to apoptosis and the inhibition of MAP kinase activity. In a
variety of tumors, the levels of GSTs are overexpressed, which
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Figure 3-9. The proposed reaction mechanism of sulfuryl transfer catalyzed by the sulfotransferases (SULTs). A. Shown in this
figure are the conserved strand-loop-helix and strand-turn-helix structure of the catalytic core of all SULTs where PAPS and xenobiot-
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biotic). B. The proposed reaction mechanism shows the transfer of the sulfuryl group from PAPS to the OH-group on the substrate and

the interactions of the conserved SULT residues in this reaction. (For additional information see Negishi ef al., 2001.)
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Figure 3-10. Glutathione as a co-substrate in the conjuga-
tion of a drug or xenobiotic (X) by glutathione-S-transferase
(GST).

leads to a reduction in MAP kinase activity and reduced efficacy of
chemotherapy. Taking advantage of the relatively high levels of
GST in tumor cells, inhibition of GST activity has been exploited as
a therapeutic strategy to modulate drug resistance by sensitizing
tumors to anticancer drugs. TLK199, a glutathione analog, serves as
a prodrug that undergoes activation by plasma esterases to a GST
inhibitor, TLK117, which potentiates the toxicity of different anti-
cancer agents (Figure 3—11). Alternatively, the elevated level of
GST activity in cancerous cells has been utilized to develop pro-
drugs that can be activated by the GSTs to form electrophilic inter-
mediates. TLK286 is a substrate for GST that undergoes a fS-elimi-
nation reaction, forming a glutathione conjugate and a nitrogen
mustard (Figure 3—12) that is capable of alkylating cellular nucleo-
philes, resulting in antitumor activity.

N-Acetylation. The cytosolic N-acetyltransferases (NATS)
are responsible for the metabolism of drugs and environ-
mental agents that contain an aromatic amine or hydrazine
group. The addition of the acetyl group from the cofactor
acetyl-coenzyme A often leads to a metabolite that is less
water soluble because the potential ionizable amine is
neutralized by the covalent addition of the acetyl group.
NATSs are among the most polymorphic of all the human
xenobiotic drug-metabolizing enzymes.

The characterization of an acetylator phenotype in
humans was one of the first hereditary traits identified,
and was responsible for the development of the field of
pharmacogenetics (see Chapter 4). Following the discov-
ery that isonicotinic acid hydrazide (isoniazid) could be
used in the cure of tuberculosis, a significant proportion
of the patients (5% to 15%) experienced toxicities that
ranged from numbness and tingling in their fingers to
CNS damage. After finding that isoniazid was metabo-
lized by acetylation and excreted in the urine, researchers
noted that individuals suffering from the toxic effects of
the drug excreted the largest amount of unchanged drug
and the least amount of acetylated isoniazid. Pharmacoge-
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netic studies led to the classification of “rapid” and
“slow” acetylators, with the “slow” phenotype being pre-
disposed to toxicity. Purification and characterization of
N-acetyltransferase and the eventual cloning of its RNA
provided sequence characterization of the gene for slow
and fast acetylators, revealing polymorphisms that corre-
spond to the “slow” acetylator phenotype. There are two
functional NAT genes in humans, NATI and NAT2. Over
25 allelic variants of NATI and NAT2 have been charac-
terized, and in individuals in whom acetylation of drugs is
compromised, homozygous genotypes for at least two
variant alleles are required to predispose a patient to low-
ered drug metabolism. Polymorphism in the NAT2 gene
and its association with the slow acetylation of isoniazid
was one of the first completely characterized genotypes
shown to impact drug metabolism, thereby linking pharma-
cogenetic phenotype to a genetic polymorphism. Although
nearly as many mutations have been identified in the
NATI gene as the NAT2 gene, the frequency of the slow
acetylation patterns are attributed mostly to polymor-
phism in the NAT2 gene.

A list of drugs that are subject to acetylation and their
known toxicities are listed in Table 3-3. The therapeutic
relevance of NAT polymorphisms is in avoiding drug-
induced toxicities. The adverse drug response in a slow
acetylator resembles a drug overdose; thus, reducing the
dose or increasing the dosing interval is recommended.
Drugs containing an aromatic amine or a hydrazine group
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Figure 3—11. Activation of TLK199 by cellular esterases
to the glutathione-S-transferase (GST) inhibitor TLK117.
(For additional information, see Townsend and Tew, 2003.)
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exist in many classes of clinically used drugs, and if a
drug is known to be subject to drug metabolism through
acetylation, confirming an individual’s phenotype can be
important. For example, hydralazine, a once popular oral-
ly active antihypertensive (vasodilator) drug, is metabo-
lized by NAT2. The administration of therapeutic doses
of hydralazine to a slow acetylator can result in extreme
hypotension and tachycardia. Several drugs, such as the
sulfonamides, that are known targets for acetylation
have been implicated in idiosyncratic hypersensitivity
reactions; in such instances, an appreciation of a patient’s
acetylating phenotype is particularly important. Sul-
fonamides are transformed into hydroxylamines that
interact with cellular proteins, generating haptens that
can elicit autoimmune responses. Individuals who are
slow acetylators are predisposed to drug-induced autoim-
mune disorders.

Tissue-specific expression patterns of NATI1 and NAT2 have a
significant impact on the fate of drug metabolism and the potential
for eliciting a toxic episode. NATI1 seems to be ubiquitously
expressed among most human tissues, whereas NAT2 is found in
liver and the GI tract. Characteristic of both NAT1 and NAT?2 is
the ability to form N-hydroxy—acetylated metabolites from bicyclic

aromatic hydrocarbons, a reaction that leads to the nonenzymatic
release of the acetyl group and the generation of highly reactive
nitrenium ions. Thus, N-hydroxy acetylation is thought to activate
certain environmental toxicants. In contrast, direct N-acetylation of
the environmentally generated bicyclic aromatic amines is stable
and leads to detoxification. Individuals who are NAT?2 fast acetyla-
tors are able to efficiently metabolize and detoxify bicyclic aromat-
ic amine through liver-dependent acetylation. Slow acetylators
(NAT?2 deficient), however, accumulate bicyclic aromatic amines,
which then become substrates for CYP-dependent N-oxidation.
These N-OH metabolites are eliminated in the urine. In tissues such
as bladder epithelium, NAT]I is highly expressed and can efficient-
ly catalyze the N-hydroxy acetylation of bicyclic aromatic amines,
a process that leads to de-acetylation and the formation of the
mutagenic nitrenium ion, especially in NAT2-deficient subjects.
Epidemiological studies have shown that slow acetylators are pre-
disposed to bladder cancer if exposed environmentally to bicyclic
aromatic amines.

Methylation. In humans, drugs and xenobiotics can
undergo O-, N-, and S-methylation. The identification of
the individual methyltransferase (MT) is based on the
substrate and methyl conjugate. Humans express three
N-methyltransferases, one catechol-O-methyltransferase
(COMT) a phenol-O-methyltransferase (POMT), a thio-
purine S-methyltransferase (TPMT), and a thiol methyl-
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MAJOR SIDE EFFECTS

Drowsiness, weakness, insomnia

Appetite loss, dizziness, headache, nightmares

Stomach upset, contact sensitization

Clumsiness, nausea, dizziness, agranulocytosis

Allergic fever, itching, leukopenia

Myelosuppression

Thrombocytopenia, arrhythmias

Dermatitis, itching, rash, methemoglobinemia

Dizziness, insomnia, tachycardia

Ataxia, dizziness, slurred speech

Nausea, vomiting, hyperexcitability, methemo-
globinemia, dermatitis

Agranulocytosis

Hypotension, tachycardia, flush, headache

Peripheral neuritis, hepatotoxicity

Dizziness, somnolence

CNS excitation, insomnia, orthostatic hypoten-
sion, hepatotoxicity

Hypotension, systemic lupus erythematosus

Table 3-3

Indications and Unwanted Side Effects of Drugs Metabolized by N-Acetyltransferases
DRUG INDICATION
Acebutolol Arrhythmias, hypertension
Amantadine Influenza A, parkinsonism
Aminobenzoic acid Skin disorders, sunscreens
Aminoglutethimide Adrenal cortex carcinoma, breast cancer
Aminosalicylic acid Ulcerative colitis
Amonafide Prostate cancer
Amrinone Advanced heart failure
Benzocaine Local anesthesia
Caffeine Neonatal respiratory distress syndrome
Clonazepam Epilepsy
Dapsone Dermatitis, leprosy, AIDS-related

complex

Dipyrone, metamizole  Analgesic
Hydralazine Hypertension
Isoniazid Tuberculosis
Nitrazepam Insomnia
Phenelzine Depression
Procainamide Ventricular tachyarrhythmia
Sulfonamides Antibacterial agents

For details, see Meisel, 2002.

transferase (TMT). All of the MTs exist as monomers and
use S-adenosyl-methionine (SAM; AdoMet) as the methyl
donor. With the exception of a signature sequence that is
conserved among the MTs, there is limited conservation
in sequence, indicating that each MT has evolved to dis-
play a unique catalytic function. Although the common
theme among the MTs is the generation of a methylated
product, substrate specificity is high and distinguishes the
individual enzymes.

Nicotinamide N-methyltransferase (NNMT) methylates seroto-
nin and tryptophan, and pyridine-containing compounds such as nic-
otinamide and nicotine. Phenylethanolamine N-methyltransferase
(PNMT) is responsible for the methylation of the neurotransmitter
norepinephrine, forming epinephrine; the histamine N-methyltrans-
ferase (HNMT) metabolizes drugs containing an imidazole ring
such as that found in histamine. COMT methylates neurotransmit-
ters containing a catechol moiety such as dopamine and norepineph-
rine, drugs such as methyldopa, and drugs of abuse such as ecstasy
(MDMA; 3,4-methylenedioxymethamphetamine).

From a clinical perspective, the most important MT may be
TPMT, which catalyzes the S-methylation of aromatic and hetero-

Hypersensitivity, hemolytic anemia, fever,
lupuslike syndromes

cyclic sulthydryl compounds, including the thiopurine drugs aza-
thioprine (AZA), 6-mercaptopurine (6-MP), and thioguanine.
AZA and 6-MP are used for the management of inflammatory
bowel disease (see Chapter 38) as well as autoimmune disorders
such as systemic lupus erythematosus and rheumatoid arthritis.
Thioguanine is used in acute myeloid leukemia, and 6-MP is used
worldwide for the treatment of childhood acute lymphoblastic
leukemia (see Chapter 51). Because TPMT is responsible for the
detoxification of 6-MP, a genetic deficiency in TPMT can result
in severe toxicities in patients taking these drugs. When given
orally at clinically established doses, 6-MP serves as a prodrug
that is metabolized by hypoxanthine guanine phosphoribosyl
transferase (HGPRT) to 6-thioguanine nucleotides (6-TGNs),
which become incorporated into DNA and RNA, resulting in
arrest of DNA replication and cytotoxicity. The toxic side effects
arise when a lack of 6-MP methylation by TPMT causes a build-
up of 6-MP, resulting in the generation of toxic levels of 6-TGNs.
The identification of the inactive TPMT alleles and the develop-
ment of a genotyping test to identify homozygous carriers of the
defective allele have now made it possible to identify individuals
who may be predisposed to the toxic side effects of 6-MP thera-
py. Simple adjustments in the patient’s dosage regiment have
been shown to be a life-saving intervention for those with TPMT
deficiencies.
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The Role of Xenobiotic Metabolism in the Safe and
Effective Use of Drugs. Any compound entering the
body must be eliminated through metabolism and excre-
tion via the urine or bile/feces. This mechanism keeps
foreign compounds from accumulating in the body and
possibly causing toxicity. In the case of drugs, metabo-
lism results in the inactivation of their therapeutic effec-
tiveness and facilitates their elimination. The extent of
metabolism can determine the efficacy and toxicity of a
drug by controlling its biological half-life. Among the
most serious considerations in the clinical use of drugs
are adverse drug reactions. If a drug is metabolized too
quickly, it rapidly loses its therapeutic efficacy. This
can occur if specific enzymes involved in metabolism
are overly active or are induced by dietary or environ-
mental factors. If a drug is metabolized too slowly, the
drug can accumulate in the bloodstream; as a conse-
quence, the pharmacokinetic parameter AUC (area under
the plasma concentration—time curve) is elevated and
the plasma clearance of the drug is decreased. This
increase in AUC can lead to overstimulation of some
target receptors or undesired binding to other receptors
or cellular macromolecules. An increase in AUC often
results when specific xenobiotic-metabolizing enzymes
are inhibited, which can occur when an individual is
taking a combination of different therapeutic agents and
one of those drugs targets the enzyme involved in drug
metabolism. For example, the consumption of grapefruit
juice with drugs taken orally can inhibit intestinal
CYP3A4, blocking the metabolism of many of these
drugs. The inhibition of specific CYPs in the gut by
dietary consumption of grapefruit juice alters the oral
bioavailability of many classes of drugs, such as certain
antihypertensives, immunosuppressants, antidepressants,
antihistamines, and the statins, to name a few. Among
the components of grapefruit juice that inhibit CYP3A4
are naringin and furanocoumarins.

While environmental factors can alter the steady-
state levels of specific enzymes or inhibit their catalytic
potential, these phenotypic changes in drug metabo-
lism are also observed clinically in groups of individu-
als that are genetically predisposed to adverse drug
reactions because of pharmacogenetic differences in
the expression of xenobiotic-metabolizing enzymes
(see Chapter 4). Most of the xenobiotic-metabolizing
enzymes display polymorphic differences in their
expression, resulting from heritable changes in the
structure of the genes. For example, as discussed
above, a significant population was found to be hyper-
bilirubinemic, resulting from a reduction in the ability
to glucuronidate circulating bilirubin due to a lowered
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expression of the UGTIAI gene (Gilbert’s syndrome).
Drugs that are subject to glucuronidation by UGT1A1,
such as the topoisomerase inhibitor SN-38 (Figures 3—
5, 3-7, and 3-8), will display an increased AUC
because individuals with Gilbert’s syndrome are unable
to detoxify these drugs. Since most cancer chemothera-
peutic agents have a very narrow therapeutic index,
increases in the circulating levels of the active form
can result in significant toxicities. There are a number
of genetic differences in CYPs that can have a major
impact on drug therapy.

Nearly every class of therapeutic agent has been reported to
initiate an adverse drug response (ADR). In the United States, the
cost of such response has been estimated at $100 billion and to be
the cause of over 100,000 deaths annually. It has been estimated
that 56% of drugs that are associated with adverse responses are
subjected to metabolism by the xenobiotic-metabolizing enzymes,
notably the CYPs, which metabolize 86% of these compounds.
Since many of the CYPs are subject to induction as well as inhibi-
tion by drugs, dietary factors, and other environmental agents,
these enzymes play an important role in most ADRs. Thus, it has
become mandatory that before a new drug application (NDA) is
filed with the Food and Drug Administration, the route of metabo-
lism and the enzymes involved in the metabolism must be known.
As a result, it has become routine practice in the pharmaceutical
industry to establish which enzymes are involved in metabolism of
a drug candidate and to identify the metabolites and determine
their potential toxicity.

Induction of Drug Metabolism. Xenobiotics can influ-
ence the extent of drug metabolism by activating trans-
cription and inducing the expression of genes encoding
drug-metabolizing enzymes. Thus, a foreign compound
may induce its own metabolism, as may certain drugs.
One potential consequence of this is a decrease in plas-
ma drug concentration over the course of treatment,
resulting in loss of efficacy, as the auto-induced metabo-
lism of the drug exceeds the rate at which new drug
enters the body. A list of ligands and the receptors
through which they induce drug metabolism is shown in
Table 3—-4. A particular receptor, when activated by a
ligand, can induce the transcription of a battery of target
genes. Among these target genes are certain CYPs and
drug transporters. Thus, any drug that is a ligand for a
receptor that induces CYPs and transporters could lead
to drug interactions. Figure 3—13 shows the scheme by
which a drug may interact with nuclear receptors to
induce its own metabolism.

The aryl hydrocarbon receptor (AHR) is a member
of a superfamily of transcription factors with diverse
roles in mammals, such as a regulatory role in the
development of the mammalian CNS and modulating
the response to chemical and oxidative stress. This
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Table 3-4

Nuclear Receptors That Induce Drug Metabolism
RECEPTOR LIGANDS
Aryl hydrocarbon receptor (AHR)  Omeprazole
Constitutive androstane receptor ~ Phenobarbital

(CAR)

Pregnane X receptor (PXR) Rifampin
Farnesoid X receptor (FXR) Bile acids
Vitamin D receptor Vitamin D
Peroxisome proliferator activat-  Fibrates

ed receptor (PPAR)
Retinoic acid receptor (RAR) all-trans-Retino-
ic acid

Retinoid X receptor (RXR) 9-cis-Retinoic acid

superfamily of transcription factors includes Per and
Sim, two transcription factors involved in development
of the CNS, and the hypoxia-inducible factor 1o (HIF1 )
that activates genes in response to low cellular O,
levels. The AHR induces expression of genes encoding
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CYP1A1 and CYP1A2, two CYPs that are able to met-
abolically activate chemical carcinogens, including
environmental contaminants and carcinogens derived
from food. Many of these substances are inert unless
metabolized by CYPs. Thus, induction of these CYPs
by a drug could potentially result in an increase in the
toxicity and carcinogenicity of procarcinogens. For
example, omeprazole, a proton pump inhibitor used to
treat gastric and duodenal ulcers (see Chapter 36), is a
ligand for the AHR and can induce CYPIAl and
CYP1A2, with the possible consequences of toxin/car-
cinogen activation as well as drug-drug interactions in
patients receiving agents that are substrates for either
of these CYPs.

Another important induction mechanism is due to type
2 nuclear receptors that are in the same superfamily as the
steroid hormone receptors. Many of these receptors, iden-
tified on the basis of their structural similarity to steroid
hormone receptors, were originally termed “orphan recep-
tors,” because no endogenous ligands were known to
interact with them. Subsequent studies revealed that some
of these receptors are activated by xenobiotics, including
drugs. The type 2 nuclear receptors of most importance to

OH

RNAPII

Figure 3=13. Induction of drug metabolism by nuclear receptor-mediated signal transduction. When a drug such as atorva-
statin (Ligand) enters the cell, it can bind to a nuclear receptor such as the pregnane X receptor (PXR). PXR then forms a complex
with the retinoid X receptor (RXR), binds to DNA upstream of target genes, recruits coactivator (which binds to the TATA box bind-
ing protein, TBP), and activates transcription. Among PXR target genes are CYP3A4, which can metabolize the atorvastatin and
decrease its cellular concentration. Thus, atorvastatin induces its own metabolism. Atorvastatin undergoes both ortho and para hydrox-

ylation. (See Handschin and Meyer, 2003.)
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drug metabolism and drug therapy include the pregnane
X receptor (PXR), constitutive androstane receptor
(CAR), and the peroxisome proliferator activated receptor
(PPAR). PXR, discovered based on its ability to be acti-
vated by the synthetic steroid pregnane 16o-carbonitrile,
is activated by a number of drugs including, antibiotics
(rifampicin and troleandomycin), Ca®* channel blockers
(nifedipine), statins (mevastatin), antidiabetic drugs (tro-
glitazone), HIV protease inhibitors (ritonavir), and anti-
cancer drugs (paclitaxel). Hyperforin, a component of St.
John’s wort, an over-the-counter herbal remedy used for
depression, also activates PXR. This activation is thought
to be the basis for the increase in failure of oral contracep-
tives in individuals taking St. John’s wort: activated PXR
is an inducer of CYP3A4, which can metabolize steroids
found in oral contraceptives. PXR also induces the
expression of genes encoding certain drug transporters
and phase 2 enzymes including SULTs and UGTs. Thus,
PXR facilitates the metabolism and elimination of xenobi-
otics, including drugs, with notable consequences (Figure
3-13).

The nuclear receptor CAR was discovered based on its
ability to activate genes in the absence of ligand. Steroids
such as androstanol, the antifungal agent clotrimazole,
and the antiemetic meclizine are inverse agonists that
inhibit gene activation by CAR, while the pesticide 1,4-
bis[2-(3,5-dichloropyridyloxy)]benzene, the steroid 5p-
pregnane-3,20-dione, and probably other endogenous
compounds, are agonists that activate gene expression
when bound to CAR. Genes induced by CAR include
those encoding several CYPs (CYP2B6, CYP2C9, and
CYP3A4), various phase 2 enzymes (including GSTs,
UGTs, and SULTS), and drug and endobiotic transporters.
CYP3A4 is induced by both PXR and CAR and thus its
level is highly influenced by a number of drugs and other
xenobiotics. In addition to a potential role in inducing the
degradation of drugs including the over-the-counter anal-
gesic acetaminophen, this receptor may function in the
control of bilirubin degradation, the process by which the
liver decomposes heme.

Clearly, PXR and CAR have a capacity for binding a
great variety of ligands. As with the xenobiotic-metaboliz-
ing enzymes, species differences also exist in the ligand
specificities of these receptors. For example, rifampicin
activates human PXR but not mouse or rat PXR. Meclizine
preferentially activates mouse CAR but inhibits gene
induction by human CAR. These findings further establish
that rodent model systems do not reflect the response of
humans to drugs.

The peroxisome proliferator activated receptor (PPAR)
family is composed of three members, ¢, S, and ¥.
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PPAR« is the target for the fibrate class of hyperlipi-
demic drugs, including the widely prescribed gemfi-
brozil and fenofibrate. While activation of PPAR«
results in induction of target genes encoding fatty acid
metabolizing enzymes that result in lowering of serum
triglycerides, it also induces CYP4 enzymes that carry
out the oxidation of fatty acids and drugs with fatty
acid—containing side chains, such as leukotriene and
arachidonic acid analogs.

Role of Drug Metabolism in the Drug Development
Process. There are two key elements associated with
successful drug development: efficacy and safety. Both
depend on drug metabolism. It is necessary to determine
how and by which enzymes a potential new drug is
metabolized. This knowledge allows prediction of wheth-
er the compound may cause drug-drug interactions or be
susceptible to marked interindividual variation in metabo-
lism due to genetic polymorphisms.

Historically, drug candidates have been administered to rodents
at doses well above the human target dose in order to predict acute
toxicity. For drug candidates to be used chronically in humans, such
as for lowering serum triglycerides and cholesterol or for treatment
of type 2 diabetes, long-term carcinogenicity studies are carried out
in rodent models. For determination of metabolism, the compound
is subjected to analysis by human liver cells or extracts from these
cells that contain the drug-metabolizing enzymes. Such studies
determine how humans will metabolize a particular drug, and to a
limited extent, predict the rate of metabolism. If a CYP is involved,
a panel of recombinant CYPs can be used to determine which CYP
predominates in the metabolism of the drug. If a single CYP, such
as CYP3A4, is found to be the sole CYP that metabolizes a drug
candidate, then a decision can be made about the likelihood of drug
interactions. Interactions become a problem when multiple drugs are
simultaneously administered, for example in elderly patients, who
on a daily basis may take prescribed antiinflammatory drugs, cho-
lesterol-lowering drugs, blood pressure medications, a gastric acid
suppressant, an anticoagulant, and a number of over-the-counter
medications. Ideally, the best drug candidate would be metabolized
by several CYPs so that variability in expression levels of one CYP
or drug-drug interactions would not significantly impact its metabo-
lism and pharmacokinetics.

Similar studies can be carried out with phase 2 enzymes and
drug transporters in order to predict the metabolic fate of a drug. In
addition to the use of recombinant human xenobiotic-metabolizing
enzymes in predicting drug metabolism, human receptor—based
(PXR and CAR) systems should also be used to determine whether
a particular drug candidate could be a ligand for PXR, CAR, or
PPARo.

Computer-based computational (in silico) prediction of drug
metabolism may also be a prospect for the future, since the struc-
tures of several CYPs have been determined, including those of
CYPs 2A6, 2C9, and 3A4. These structures may be used to predict
metabolism of a drug candidate by fitting the compound to the
enzyme’s active site and determining oxidation potentials of sites on
the molecule. However, the structures, determined by x-ray analysis
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of crystals of enzyme-substrate complexes, are static, whereas
enzymes are flexible, and this vital distinction may be limiting. The
large size of the CYP active sites, which permits them to metabolize
many different compounds, also renders them difficult to model.
The potential for modeling ligand or activator for the nuclear recep-
tors also exists with limitations similar to those discussed for the
CYPs. With refinement of structures and more powerful modeling
software, in silico drug metabolism may be a reality in the future.
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PHARMACOGENETICS

Mary V. Relling and Kathleen M. Giacomini

Pharmacogenetics is the study of the genetic basis for vari-
ation in drug response. In this broadest sense, pharmacoge-
netics encompasses pharmacogenomics, which employs
tools for surveying the entire genome to assess multigenic
determinants of drug response. Until the technical advances
in genomics of the last few years, pharmacogenetics pro-
ceeded using a forward genetic, phenotype-to-genotype
approach. Drug response outliers were compared to indi-
viduals with “normal” drug response to identify the phar-
macologic basis of altered response. An inherited compo-
nent to response was demonstrated using family studies or
imputed through intra- vs. intersubject reproducibility stud-
ies. With the explosion of technology in genomics, a
reverse genetic, genotype-to-phenotype approach is feasible
whereby genomic polymorphisms can serve as the starting
point to assess whether genomic variability translates into
phenotypic variability.

Historical Context. In the pre-genomics era, the frequency of genetic
variation was hypothesized to be relatively uncommon, and the dem-
onstration of inherited drug-response traits applied to a relatively
small number of drugs and pathways (Eichelbaum and Gross, 1990;
Evans and Relling, 2004; Johnson and Lima, 2003). Historically,
uncommon severe drug-induced phenotypes served as the triggers to
investigate and document pharmacogenetic phenotypes. Prolonged
neuromuscular blockade following normal doses of succinylcholine,
neurotoxicity following isoniazid therapy (Hughes et al., 1954), and
methemoglobinemia in glucose-6-phosphate dehydrogenase (G6PD)
deficiency (Alving et al., 1956) (see Chapter 39) were discovered to
have a genetic basis in the first half of the 20th century. In the 1970s
and 1980s, debrisoquine hydroxylation and exaggerated hypotensive
effects from that drug were related to an autosomal recessive inherited
deficiency in the cytochrome P450 isoenzyme 2D6 (CYP2D6) (Evans
and Relling, 2004). Since the elucidation of the molecular basis of the
phenotypic polymorphism in CYP2D6 (Gonzalez et al., 1988), the
molecular bases of many other monogenic pharmacogenetic traits
have been identified (Meyer and Zanger, 1997).

Individuals differ from each other approximately every 300 to
1000 nucleotides, with an estimated total of 3.2 million single
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nucleotide polymorphisms (SNPs; single base pair substitutions
found at frequencies >1% in a population) in the genome (Sachidan-
andam et al., 2001; The International SNP Map Working Group,
2001). Identifying which of these variants or combinations of vari-
ants have functional consequence for drug effects is the task of
modern pharmacogenetics.

Importance of Pharmacogenetics to
Variability in Drug Response

Drug response is considered to be a gene-by-environment
phenotype. That is, an individual’s response to a drug
depends on the complex interplay between environmental
factors and genetic factors (Figure 4—1). Variation in drug
response therefore may be explained by variation in envi-
ronmental and genetic factors, alone or in combination.
What proportion of drug-response variability is likely to
be genetically determined? Classical family studies pro-
vide some information (Weinshilboum and Wang, 2004).
Because estimating the fraction of phenotypic variability
that is attributable to genetic factors in pharmacogenetics
usually requires administration of a drug to twins or trios
of family members, data are somewhat limited. Twin
studies have shown that drug metabolism is highly herita-
ble, with genetic factors accounting for most of the varia-
tion in metabolic rates for many drugs (Vesell, 2000).
Results from a twin study in which the half-life of antipy-
rine was measured are typical (Figure 4-2). Antipyrine, a
pyrazolone analgesic, is eliminated exclusively by metab-
olism and is a substrate for multiple CYPs. There is con-
siderably greater concordance in the half-life of antipyrine
between the monozygotic (identical) twin pairs in com-
parison to the dizygotic (fraternal) twin pairs. Comparison
of intra-twin vs. inter-pair variability suggests that
approximately 75% to 85% of the variability in pharma-
cokinetic half-lives for drugs that are eliminated by
metabolism is heritable (Penno et al., 1981). It has also
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Figure 4-1. Exogenous and endogenous factors contribute
to variation in drug response. (Reproduced with permission
from Vesell, 1991.)

been proposed that heritability can be estimated by com-
paring intra-subject vs. inter-subject variability in drug
response or disposition in unrelated individuals (Kalow et
al., 1998), with the assumption that high intra-subject
reproducibility translates into high heritability; the
validity of this method across pharmacologic phenotypes
remains to be established. In any case, such studies pro-
vide only an estimate of the overall contribution of inheri-
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tance to the phenotype; because multiple gene products
contribute to antipyrine disposition, most of which have
unelucidated mechanisms of genetic variability, the pre-
dictability of antipyrine disposition based on known
genetic variability is poor.

Another approach to estimating the degree of heritabil-
ity of a pharmacogenetic phenotype uses ex vivo experi-
ments with cell lines derived from related individuals.
Inter- vs. intrafamily variability and relationships among
members of a kindred are used to estimate heritability.
Using this approach with lymphoblastoid cells, cytotoxic-
ity from chemotherapeutic agents was shown to be herita-
ble, with about 20% to 70% of the variability in sensitivi-
ty to S-fluorouracil and docetaxel estimated as inherited,
depending upon dose (Watters et al., 2004).

For the “monogenic” phenotypic traits of G6PD deficien-
cy, CYP2D6 or thiopurine methyltransferase (TPMT)
metabolism, it is possible to predict phenotype based on
genotype. Several genetic polymorphisms of drug metabo-
lizing enzymes result in monogenic traits. Based on a retro-
spective study, 49% of adverse drug reactions were associat-
ed with drugs that are substrates for polymorphic drug
metabolizing enzymes, a proportion larger than estimated for
all drugs (22%) or for top-selling drugs (7%) (Phillips et al.,
2001). Prospective genotype determinations may result in the
ability to prevent adverse drug reactions (Meyer, 2000).

Defining multigenic contributors to drug response will
be much more challenging. For some multigenic pheno-
types, such as response to antihypertensives, the large
numbers of candidate genes will necessitate a large
patient sample size to produce the statistical power
required to solve the “multigene” problem.
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Figure 4-2. Pharmacogenetic contribution to pharmacokinetic parameters. Half-life of antipyrine is more concordant in identi-
cal in comparison to fraternal twin pairs. Bars show the half-life of antipyrine in identical (monozygotic) and fraternal (dizygotic) twin
pairs. (Redrawn from data in Vesell and Page, 1968.)
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GENOMIC BASIS OF
PHARMACOGENETICS

Phenotype-Driven Terminology

Because initial discoveries in pharmacogenetics were
driven by variable phenotypes and defined by family
and twin studies, the classic genetic terms for monogen-
ic traits apply to some pharmacogenetic polymorphisms.
A trait (e.g., CYP2D6 “poor metabolism™) is deemed
autosomal recessive if the responsible gene is located on
an autosome (i.e., it is not sex-linked) and a distinct phe-
notype is evident only with nonfunctional alleles on
both the maternal and paternal chromosomes. For many
of the earliest identified pharmacogenetic polymorphisms,
phenotype did not differ enough between heterozygotes
and homozygous “wild-type” individuals to distinguish
that heterozygotes exhibited an intermediate (or codom-
inant) phenotype (e.g., for CYP2D6-mediated debriso-
quine metabolism). Other traits, such as TPMT, exhibit
three relatively distinct phenotypes, and thus were
deemed codominant even in the premolecular era. With
the advances in molecular characterization of polymor-
phisms and a genotype-to-phenotype approach, addi-
tional polymorphic traits (e.g., CYP2C19 metabolism of
drugs such as mephenytoin and omeprazole) are now
recognized to exhibit some degree of codominance.
Some pharmacogenetic traits, such as the long QT syn-
drome, segregate as dominant traits; the long QT syn-
drome is associated with heterozygous loss-of-function
mutations of ion channels. A prolonged QT interval is
seen on the electrocardiogram, either basally or in the
presence of certain drugs, and the individual is predis-
posed to cardiac arrhythmias (see Chapter 34).

In an era of detailed molecular characterization, two
major factors complicate the historical designation of
recessive, codominant, and dominant traits. First, even
within a single gene, a vast array of polymorphisms (pro-
moter, coding, noncoding, completely inactivating, or
modestly modifying) are possible, making the assignment
of “variant” vs. “wild-type” to an allele a designation that
depends upon a complete survey of the gene’s polymor-
phisms and is not necessarily easily assigned. Secondly,
most traits (pharmacogenetic and otherwise) are multigen-
ic, not monogenic. Thus, even if the designations of reces-
sive, codominant, and dominant are informative for a
given gene, their utility in describing the genetic variabili-
ty that underlies variability in drug response phenotype is
diminished, because most phenotypic variability is likely
to be multigenic.
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Types of Genetic Variants

A polymorphism is a variation in the DNA sequence that
is present at an allele frequency of 1% or greater in a pop-
ulation. Two major types of sequence variation have been
associated with variation in human phenotype: single
nucleotide polymorphisms (SNPs) and insertions/dele-
tions (indels) (Figure 4-3). In comparison to base pair
substitutions, indels are much less frequent in the genome
and are of particularly low frequency in coding regions of
genes (Cargill et al., 1999; Stephens et al., 2001). Single
base pair substitutions that are present at frequencies of
1% or greater in a population are termed single nucleotide
polymorphisms (SNPs) and are present in the human
genome at approximately 1 SNP every few hundred to a
thousand base pairs, depending on the gene region
(Stephens et al., 2001).

SNPs in the coding region are termed c¢SNPs. cSNPs are
further classified as nonsynonymous (or missense) if the
base pair change results in an amino acid substitution, or
synonymous (or sense) if the base pair substitution within a
codon does not alter the encoded amino acid. Typically,
substitutions of the third base pair, termed the wobble posi-
tion, in a three base pair codon, such as the G to A substitu-
tion in proline shown in Figure 4-3, do not alter the encod-
ed amino acid. Base pair substitutions that lead to a stop
codon are termed nonsense mutations. In addition, about
10% of SNPs can have more than two possible alleles (e.g.,
a C can be replaced by either an A or G), so that the same
polymorphic site can be associated with amino acid substi-
tutions in some alleles but not others.

Polymorphisms in noncoding regions of genes may
occur in the 3' and 5' untranslated regions, in promoter or
enhancer regions, in intronic regions, or in large regions
between genes, intergenic regions (Figure 4—4). Polymor-
phisms in introns found near exon-intron boundaries are
often treated as a separate category from other intronic
polymorphisms since these may affect splicing, and there-
by affect function. Noncoding SNPs in promoters or
enhancers may alter cis- or tfrans-acting elements that reg-
ulate gene transcription or transcript stability. Noncoding
SNPs in introns or exons may create alternative exon
splicing sites, and the altered transcript may have fewer or
more exons, or shorter or larger exons, than the wild-type
transcript. Introduction or deletion of exonic sequence can
cause a frame shift in the translated protein and thereby
change protein structure or function, or result in an early
stop codon, which makes an unstable or nonfunctional
protein. Because 95% of the genome is intergenic, most
polymorphisms are unlikely to directly affect the encoded
transcript or protein. However, intergenic polymorphisms
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Figure 4-3. Molecular mechanisms of genetic polymor-
phisms. The most common genetic variants are single nucleotide
polymorphism substitutions (SNPs). Coding nonsynonymous SNPs
result in a nucleotide substitution that changes the amino acid
codon (here proline to glutamine), which could change protein
structure, stability, substrate affinities, or introduce a stop codon.
Coding synonymous SNPs do not change the amino acid codon,
but may have functional consequences (transcript stability, splic-
ing). Noncoding SNPs may be in promoters, introns, or other regu-
latory regions that may affect transcription factor binding, enhanc-
ers, transcript stability, or splicing. The second major type of
polymorphism is indels (insertion/deletions). SNP indels can have
any of the same effects as SNP substitutions: short repeats in the
promoter (which can affect transcript amount), or larger insertions/
deletions that add or subtract amino acids. Indels can also involve
gene duplications, stably transmitted inherited germline gene repli-
cation that causes increased protein expression and activity, or gene
deletions that result in the complete lack of protein production. All
of these mechanisms have been implicated in common germline
pharmacogenetic polymorphisms. TPMT, thiopurine methyltrans-
ferase; ABCBI, the multidrug resistance transporter (P-glycopro-
tein); CYP, cytochrome P450; CBS, cystathionine S-synthase;
UGT, UDP-glucuronyl transferase; GST, glutathione-S-transferase.

Exon/Intron

Boundary
Exon-
Y
Promoter UTR Intergenic
Region 65 5 Region
GENE 1

Figure 4-4. Nomenclature of genomic regions.
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may have biological consequences by affecting DNA ter-
tiary structure, interaction with chromatin and topoi-
somerases, or DNA replication. Thus, intergenic polymor-
phisms cannot be assumed to be without pharmacogenetic
importance.

A remarkable degree of diversity in the types of inser-
tions/deletions that are tolerated as germline polymor-
phisms is evident. A common glutathione-S-transferase
M1 (GSTM1) polymorphism is caused by a 50-kilobase
(kb) germline deletion, and the null allele has a population
frequency of 0.3 to 0.5, depending on race/ethnicity. Bio-
chemical studies indicate that livers from homozygous
null individuals have only ~50% of the glutathione conju-
gating capacity of those with at least one copy of the
GSTM1 gene (Townsend and Tew, 2003a). The number
of TA repeats in the UGTIAI promoter affects the quanti-
tative expression of this crucial glucuronosyl transferase
in liver; although 4 to 9 TA repeats exist in germline-
inherited alleles, 6 or 7 repeats constitute the most com-
mon alleles (Monaghan et al., 1996). Cystathionine S-
synthase has a common 68 base pair insertion/deletion
polymorphism that has been linked to folate levels (Kraus
et al., 1998). Although in many of these cases the local
sequence context of these insertions/deletions strongly
suggests mechanisms underlying the genomic alterations
(e.g., homologous recombination sites bracket the GSTM 1
deletion), high allele frequencies are maintained due to
Mendelian inheritance.

A haplotype, which is defined as a series of alleles
found at a linked locus on a chromosome, specifies the
DNA sequence variation in a gene or a gene region on
one chromosome. For example, consider two SNPs in
ABCBI, which encodes for the multidrug resistance pro-
tein, P-glycoprotein. One SNP is a T to A base pair sub-
stitution at position 3421 and the other is a C to T change
at position 3435. Possible haplotypes would be T34,,Cs43s,
T3421Taa35: As3421Casss0 And Agyy T35 For any gene, indi-
viduals will have two haplotypes, one maternal and one
paternal in origin, which may or may not be identical.
Haplotypes are important because they are the functional
unit of the gene. That is, a haplotype represents the con-
stellation of variants that occur together for the gene on

Exon-
5 Coding
Promoter yTR Exon
A Jn o A
GENE 2
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each chromosome. In some cases, this constellation of
variants, rather than the individual variant or allele, may
be functionally important. In others, however, a single
mutation may be functionally important regardless of
other linked variants within the haplotype(s).

Ethnic Diversity

Polymorphisms differ in their frequencies within human
populations (Burchard et al., 2003; Rosenberg et al.,
2002; Rosenberg et al., 2003). Among coding region
SNPs, synonymous SNPs are present, on average, at high-
er frequencies than nonsynonymous SNPs. Thus, for most
genes, the nucleotide diversity, which reflects the number
of SNPs and the frequency of the SNPs, is greater for syn-
onymous than for nonsynonymous SNPs. This fact
reflects selective pressures (termed negative or purifying
selection), which act to preserve the functional activity of
proteins, and therefore the amino acid sequence. Frequen-
cies of polymorphisms in ethnically or racially diverse
human populations have been examined in whole genome
scanning studies (Cargill et al., 1999; Stephens et al.,
2001). In these studies, polymorphisms have been classi-
fied as either cosmopolitan or population (or race and eth-
nic) specific. Cosmopolitan polymorphisms are those
polymorphisms present in all ethnic groups, although fre-
quencies may differ among ethnic groups. Cosmopolitan
polymorphisms are usually found at higher allele frequen-
cies in comparison to population-specific polymorphisms.
Likely to have arisen before migrations of humans from
Africa, cosmopolitan polymorphisms are generally older
than population-specific polymorphisms.

The presence of ethnic and race-specific polymor-
phisms is consistent with geographical isolation of human
populations (Xie et al., 2001). These polymorphisms
probably arose in isolated populations and then reached a
certain frequency because they are advantageous (positive
selection) or more likely, neutral, conferring no advantage
or disadvantage to a population. Large-scale sequence
studies in ethnically diverse populations in the United
States demonstrate that African Americans have the high-
est number of population-specific polymorphisms in com-
parison to European Americans, Mexican Americans, and
Asian Americans (Leabman et al., 2003; Stephens et al.,
2001). Africans are believed to be the oldest population
and therefore have both recently derived, population-spe-
cific polymorphisms, and older polymorphisms that
occurred before migrations out of Africa.

Consider the coding region variants of two mem-
brane transporters identified in 247 ethnically diverse
DNA samples (Figure 4-5). Shown are nonsynonymous
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and synonymous SNPs; population-specific nonsynony-
mous ¢cSNPs are indicated in the figure. The multidrug
resistance associated protein, MRP2, has a large num-
ber of nonsynonymous cSNPs. There are fewer synony-
mous variants than nonsynonymous variants, but the
allele frequencies of the synonymous variants are great-
er than those of the nonsynonymous variants (Leabman
et al., 2003). By comparison, DAT, the dopamine trans-
porter, has a number of synonymous variants but no
nonsynonymous variants, suggesting that selective pres-
sures have acted against substitutions that led to chang-
es in amino acids.

In a survey of coding region haplotypes in 313 differ-
ent genes in 80 ethnically diverse DNA samples, most
genes were found to have between 2 and 53 haplotypes,
with the average number of haplotypes in a gene being 14
(Stephens et al., 2001). Like SNPs, haplotypes may be
cosmopolitan or population specific and about 20% of
the over 4000 identified haplotypes were cosmopolitan
(Stephens et al., 2001). Considering the frequencies of the
haplotypes, cosmopolitan haplotypes actually accounted
for over 80% of all haplotypes, whereas population-spe-
cific haplotypes accounted for only 8%.

Polymorphism Selection

Genetic variation that results in penetrant and constitu-
tively evident biological variation sometimes causes a
“disease” phenotype. Cystic fibrosis, sickle-cell anemia,
and Crigler-Najjar syndrome are examples of inherited
diseases caused by single gene defects (Pani ez al., 2000).
In the case of Crigler-Najjar syndrome, the same gene
(UGTIAI) that is targeted by rare inactivating mutations
(and associated with a serious disease) is also targeted by
modest polymorphisms (and associated with modest
hyperbilirubinemia and altered drug clearance) (Mon-
aghan et al., 1996). Due to the disease, some evolutionary
selection against these single-gene polymorphisms is
present. Polymorphisms in other genes have highly pene-
trant effects in the drug-challenged but not in the constitu-
tive state, which are the causes of monogenic pharmaco-
genetic traits. There is unlikely to be any selective
pressure for or against these polymorphisms (Evans and
Relling, 2004; Meyer, 2000; Weinshilboum, 2003). The
vast majority of genetic polymorphisms have a modest
impact on the affected genes, are part of a large array of
multigenic factors that impact on drug effect, or affect
genes whose products play a minor role in drug action rel-
ative to a large nongenetic effect. For example, phenobar-
bital induction of metabolism may be such an overwhelm-
ing “environmental” effect that polymorphisms in the
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Figure 4-5. Coding region polymorphisms in two membrane transporters. Shown are the dopamine transporter, DAT (encoded by
SLCGA3) and multidrug resistance associated protein, MRP2 (encoded by ABCC2). Coding region variants were identified in 247 ethni-
cally diverse DNA samples (100 African Americans, 100 European Americans, 30 Asians, 10 Mexicans, and 7 Pacific Islanders). Shown
in light gray are synonymous variants, and in black, nonsynonymous variants. (Reproduced with permission from Shu et al., 2003.)

affected transcription factors and drug-metabolizing genes
have modest effects in comparison.

PHARMACOGENETIC STUDY
DESIGN CONSIDERATIONS

Pharmacogenetic Measures

What are pharmacogenetic traits and how are they mea-
sured? A pharmacogenetic trait is any measurable or dis-
cernible trait associated with a drug. Thus, enzyme activity,
drug or metabolite levels in plasma or urine, blood pressure
or lipid lowering produced by a drug, and drug-induced
gene expression patterns are examples of pharmacogenetic
traits. Directly measuring a trait (e.g., enzyme activity) has

the advantage that the net effect of the contributions of all
genes that influence the trait is reflected in the phenotypic
measure. However, it has the disadvantage that it is also
reflective of nongenetic influences (e.g., diet, drug interac-
tions, diurnal or hormonal fluctuation) and thus, may be
“unstable.” For CYP2DG6, if a patient is given an oral dose
of dextromethorphan, and the urinary ratio of parent drug to
metabolite is assessed, the phenotype is reflective of the
genotype for CYP2D6 (Meyer and Zanger, 1997). Howev-
er, if dextromethorphan is given with quinidine, a potent
inhibitor of CYP2D6, the phenotype may be consistent with
a poor metabolizer genotype, even though the subject carries
wild-type CYP2D6 alleles. In this case, quinidine adminis-
tration results in a drug-induced haplo-insufficiency, and the
assignment of a CYP2D6 poor metabolizer phenotype
would not be accurate for that subject in the absence of qui-
nidine. If a phenotypic measure, such as the erythromycin
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Figure 4~6. Monogenic versus multigenic pharmacogenetic traits. Possible alleles for a monogenic trait (upper left), in which a
single gene has a low-activity (1a) and a high-activity (1b) allele. The population frequency distribution of a monogenic trait (bottom
left), here depicted as enzyme activity, may exhibit a trimodal frequency distribution with relatively distinct separation among low
activity (homozygosity for 1a), intermediate activity (heterozygote for la and 1b), and high activity (homozygosity for 1b). This is
contrasted with multigenic traits (e.g., an activity influenced by up to four different genes, genes 2 through 5), each of which has 2, 3,
or 4 alleles (a through d). The population histogram for activity is unimodal-skewed, with no distinct differences among the genotypic
groups. Multiple combinations of alleles coding for low activity and high activity at several of the genes can translate into low-, medi-

um-, and high-activity phenotypes.

breath test (for CYP3A), is not stable within a subject, this is
an indication that the phenotype is highly influenced by
nongenetic factors, and may indicate a multigenic or weakly
penetrant effect of a monogenic trait. Because most pharma-
cogenetic traits are multigenic rather than monogenic (Fig-
ure 4-6), considerable effort is being made to identify the
important genes and their polymorphisms that influence
variability in drug response.

Most genotyping methods use germline DNA, that is,
DNA extracted from any somatic, diploid cells, usually
white blood cells or buccal cells (due to their ready acces-
sibility). DNA is extremely stable if appropriately extract-
ed and stored, and unlike many laboratory tests, genotyp-
ing need be performed only once, because DNA sequence
is generally invariant throughout an individual's lifetime.
Although tremendous progress has been made in molecu-
lar biological techniques to determine genotypes, relative-
ly few are used routinely in patient care. Genotyping tests
are directed at each specific known polymorphic site
using a variety of strategies that generally depend at some
level on the specific and avid annealing of at least one oli-
gonucleotide to a region of DNA flanking or overlapping

the polymorphic site (Koch, 2004). Because genomic
variability is so common (with polymorphic sites every
few hundred nucleotides), “cryptic”” or unrecognized poly-
morphisms may interfere with oligonucleotide annealing,
thereby resulting in false positive or false negative geno-
type assignments. Full integration of genotyping into ther-
apeutics will require high standards for genotyping tech-
nology, perhaps with more than one method required for
each polymorphic site.

One method to assess the reliability of genotype
determinations in a group of individuals is to assess
whether the relative number of homozygotes to het-
erozygotes is consistent with the overall allele frequency
at each polymorphic site. Hardy-Weinberg equilibrium
is maintained when mating within a population is ran-
dom and there is no natural selection effect on the vari-
ant. Such assumptions are described mathematically
when the proportions of the population that are observed
to be homozygous for the variant genotype (q?), homo-
zygous for the wild-type genotype (p?), and heterozy-
gous (2*p*q) are not significantly different from that
predicted from the overall allele frequencies (p = fre-
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Databases Containing Information on Human Genetic Variation

DATABASE NAME URL (Agency)

Pharmacogenetics and
Pharmacogenomics
Knowledge Base
(PharmGKB)

Single Nucleotide
Polymorphism
Database (dbSNP)

Human Genome
Variation Database
(HGVbase)

Human Gene Mutation
Database (HGMD)
Online Mendelian Inher-

itance in Man

www.pharmgkb.org

edge Database)

NCBI)
hgvbase.cgb.ki.se/

www.hgmd.org/

(NCBI)

quency of wild-type allele; q = frequency of variant
allele) in the population. If proportions of the observed
three genotypes, which must add up to one, differ signif-
icantly from those predicted, it may indicate that a geno-
typing error may be present.

Because polymorphisms are so common, haplotype
(the allelic structure that indicates whether polymor-
phisms within a gene are on the same or different alleles)
may also be important. Thus far, experimental methods to
unambiguously confirm whether polymorphisms are alle-
lic has proven to be feasible but technically challenging
(McDonald et al., 2002). Most investigators use statistical
probability to assign putative or inferred haplotypes; e.g.,
because the two most common SNPs in TPMT (at 460 and
719) often are allelic, a genotyping result showing het-
erozygosity at both SNPs will have a >95% chance of
reflecting one allele wild-type and one allele variant at
both SNP positions (resulting in a “heterozygote” geno-
type for TPMT). However, the remote prospect that each
of the two alleles carries a single SNP variant, thereby
conferring a homozygous variant/deficient phenotype, is a
theoretical possibility.

Candidate Gene versus
Genome-Wide Approaches

Because pathways involved in drug response are often
known or at least partially known, pharmacogenetic stud-
ies are highly amenable to candidate gene association

(NIH Sponsored Research Network and Knowl-

www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=snp
(National Center for Biotechnology Information,

DESCRIPTION OF CONTENTS

Genotype and phenotype data
related to drug response

SNP

Genotype/phenotype associa-
tions

Mutations/SNPs in human genes

www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=OMIM  Human genes and genetic

disorders

studies. After genes in drug response pathways are identi-
fied, the next step in the design of a candidate gene asso-
ciation pharmacogenetic study is to identify the genetic
polymorphisms that are likely to contribute to the thera-
peutic and/or adverse responses to the drug. There are
several databases that contain information on polymor-
phisms and mutations in human genes (Table 4-1), which
allow the investigator to search by gene for polymor-
phisms that have been reported. Some of the databases,
such as the Pharmacogenetics and Pharmacogenomics
Knowledge Base (PharmGKB), include phenotypic as
well as genotypic data.

Because it is currently not practical to analyze all
polymorphisms in a candidate gene association study, it
is important to select polymorphisms that are likely to be
associated with the drug-response phenotype. For this
purpose, there are two categories of polymorphisms. The
first are polymorphisms that do not, in and of them-
selves, cause altered function of the expressed protein
(e.g., an enzyme that metabolizes the drug or the drug
receptor). Rather, these polymorphisms are linked to the
variant allele that produces the altered function. These
polymorphisms serve as biomarkers for drug-response
phenotype. However, their major shortcoming is that
unless they are in 100% linkage with the causative poly-
morphism, they are not the best markers for the drug-
response phenotype.

The second type of polymorphism is the causative
polymorphism, which directly precipitates the pheno-


www.pharmgkb.org
www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=snp
www.hgmd.org/
www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=OMIM
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type. For example, a causative SNP may change an
amino acid residue at a site that is highly conserved
throughout evolution. This substitution may result in a
protein that is nonfunctional or has reduced function.
Whenever possible, it is desirable to select polymor-
phisms for pharmacogenetic studies that are likely to be
causative (Tabor et al., 2002). If biological information
indicates that a particular polymorphism alters function,
for example, in cellular assays of nonsynonymous vari-
ants, this polymorphism is an excellent candidate to use
in an association study.

A potential drawback of the candidate gene approach
is that the wrong genes may be studied. Genome-wide
approaches, using gene expression arrays, genome-wide
scans, or proteomics, can complement the candidate gene
approach by providing a relatively unbiased survey of the
genome to identify previously unrecognized candidate
genes. For example, RNA, DNA, or protein from patients
who have unacceptable toxicity from a drug can be com-
pared with identical material from identically treated
patients who did not have such toxicity. Patterns of gene
expression, clusters of polymorphisms or heterozygosity,
or relative amounts of proteins can be ascertained using
computational tools, to identify genes, genomic regions,
or proteins that can be further assessed for germline poly-
morphisms differentiating the phenotype. Gene expres-
sion and proteomic approaches have the advantage that
the abundance of signal may itself directly reflect some of
the relevant genetic variation; however, both types of
expression are highly influenced by choice of tissue type,
which may not be available from the relevant tissue; for
example, it may not be feasible to obtain biopsies of brain
tissue for studies on CNS toxicity. DNA has the advan-
tage that it is readily available and independent of tissue
type, but the vast majority of genomic variation is not in
genes, and the large number of SNPs raises the danger of
type I error (finding differences that are false-positives).
Nonetheless, technology is rapidly evolving for genome-
wide surveys of RNA, DNA, and protein, and such
approaches hold promise for future pharmacogenomic
discoveries.

Functional Studies of Polymorphisms

For most polymorphisms, functional information is not
available. Therefore, to select polymorphisms that are
likely to be causative, it is important to predict whether a
polymorphism may result in a change in protein func-
tion, stability, or subcellular localization. One way that
we can gain an understanding of the functional effects of
various types of genomic variations is to survey the

101

mutations that have been associated with human Mende-
lian disease. The greatest number of DNA variations
associated with diseases or traits are missense and non-
sense mutations, followed by deletions (Figure 4-7).
Further studies have suggested that of amino acid replace-
ments associated with human disease, there is a high
representation at residues that are most evolutionarily
conserved (Miller and Kumar, 2001; Ng and Henikoff,
2003). These data have been supplemented by a large
survey of genetic variation in membrane transporters
important in drug response (Leabman et al., 2003). That
survey shows that nonsynonymous SNPs that alter evo-
lutionarily conserved amino acids are present at lower
allele frequencies on average than those that alter resi-
dues that are not conserved across species. This suggests
that SNPs that alter evolutionarily conserved residues
are most deleterious. The nature of chemical change of
an amino acid substitution determines the functional
effect of an amino acid variant. More radical changes in
amino acids are more likely to be associated with dis-
ease than more conservative changes. For example, sub-
stitution of a charged amino acid (Arg) for a nonpolar,
uncharged amino acid (Cys) is more likely to affect
function than substitution of residues that are more
chemically similar (e.g., Arg to Lys).

Among the first pharmacogenetic examples to be dis-
covered was glucose-6-phosphate dehydrogenase (G6PD)
deficiency, an X-linked monogenic trait that results in
severe hemolytic anemia in individuals after ingestion of
fava beans or various drugs, including many antimalarial
agents (Alving et al., 1956). G6PD is normally present in
red blood cells and helps to regulate levels of glutathione
(GSH), an antioxidant. Antimalarials such as primaquine

Missense
&
Nonsense

Regulatory

Insertions

Splicing Deletion

Figure 4—7. DNA mutations associated with human diseases.
Among the 27,027 DNA variations studied, 1,222 were associated
with diseases. These 1,222 are sorted into functional groups in the
proportions indicated by the pie chart. Missense and nonsense
mutations account for the greatest fraction of DNA variations
associated with Mendelian disease (Botstein and Risch, 2003).
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Table 4-2
FREQUENCY

TYPE OF VARIANT LOCATION IN GENOME
Nonsense Coding region Very low
Nonsynonymous Coding region Low
Evolutionarily

conserved
Nonsynonymous Coding region Low
Evolutionarily

unconserved
Nonsynonymous Coding region Low
Radical chemical

change
Nonsynonymous Coding region Low
Low to moderate chemi-

cal change
Insertion/deletion Coding/noncoding Low

region
Synonymous Coding region Medium
Regulatory region Promoter, S'UTR, Medium
3'UTR

Intron/exon boundary — Within 8 bp of intron  Low
Intronic Deep within intron Medium
Intergenic Noncoding region High

between genes

Data adapted from Tabor et al., 2002.

increase red blood cell fragility in individuals with G6PD
deficiency, leading to profound hemolytic anemia. Inter-
estingly, the severity of the deficiency syndrome varies
among individuals and is related to the amino acid variant
in GOPD. The severe form of G6PD deficiency is associ-
ated with changes at residues that are highly conserved
across evolutionary history. Chemical change is also more
radical on average in mutations associated with severe
GOPD deficiency in comparison to mutations associated
with milder forms of the syndrome. Collectively, studies
of Mendelian traits and polymorphisms suggest that non-
synonymous SNPs that alter residues that are highly con-
served among species and those that result in more radical
changes in the nature of the amino acid are likely to be the
best candidates for causing functional changes. The infor-

PREDICTED RELATIVE

RISK OF PHENOTYPE = FUNCTIONAL EFFECT

Very high Stop codon

High Amino acid substitution of a

residue conserved across
evolution

Amino acid substitution of a
residue not conserved across
evolution

Amino acid substitution of a res-
idue that is chemically dis-
similar to the original residue

Amino acid substitution of a res-
idue that is chemically simi-
lar to the original residue

Coding region: can cause
frameshift

Can change mRNA stability or
affect splicing

Can affect the level of mRNA
transcript by changing rate
of transcription or stability
of transcript

May affect splicing

No known function; may affect
mRNA transcript levels
through enhancer mechanism

No known function

Low to moderate

Moderate to high

Low to high

Low to high
Low

Low

High
Very low

Very low

mation in Table 4-2 (categories of polymorphisms and
the likelihood of each polymorphism to alter function) can
be used as a guide for prioritizing polymorphisms in can-
didate gene association studies.

With the increasing number of SNPs that have been
identified in large-scale SNP discovery projects, it is
clear that computational methods are needed to predict
the functional consequences of SNPs. To this end, pre-
dictive algorithms have been developed to identify
potentially deleterious amino acid substitutions. These
methods can be classified into two groups. The first
group relies on sequence comparisons alone to identify
and score substitutions according to their degree of
conservation across multiple species; different scoring
matrices have been used (e.g., BLOSUM®62 and SIFT)
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Figure 4~8. Functional activity of natural variants of two membrane transporters. Data for the organic cation transporter (OCT1,
left panel) and the nucleoside transporter (CNT3, right panel). Variants, identified in ethnically diverse populations, were constructed
by site-directed mutagenesis and expressed in Xenopus laevis oocytes. Dark shaded bars represent uptake of the model compounds by
variant transporters. Blue bars represent uptake of the model compounds by reference transporters (Shu et al., 2003).

(Henikoff and Henikoff, 1992; Ng and Henikoff, 2003).
The second group of methods relies on mapping of SNPs
onto protein structures, in addition to sequence compari-
sons (Mirkovic et al., 2004). For example, rules have
been developed that classify SNPs in terms of their
impact on folding and stability of the native protein
structure as well as shapes of its binding sites. Such
rules depend on the structural context in which SNPs
occur (e.g., buried in the core of the fold or exposed to
the solvent, in the binding site or not), and are inferred
by machine learning methods from many functionally
annotated SNPs in test proteins.

Functional activity of amino acid variants for many
proteins can be studied in cellular assays. An initial step
in characterizing the function of a nonsynonymous vari-
ant would be to isolate the variant gene or construct the
variant by site-directed mutagenesis, express it in cells,
and compare its functional activity to that of the refer-
ence or most common form of the protein. In the past
few years, large-scale functional analyses have been
performed on genetic variants in membrane transporters
and phase II enzymes. Figure 4-8 shows the function of
all nonsynonymous variants and coding region inser-
tions and deletions of two membrane transporters, the
organic cation transporter, OCT1 (encoded by SLC22AT)
and the nucleoside transporter, CNT3 (encoded by
SLC28A3). As shown, most of the naturally occurring
variants have similar functional activity as that of

the reference transporters. However, several variants
exhibit reduced function; in the case of OCTI, a gain-
of-function variant is also present. Results such as
these indicate heterogeneity exists in the functionality
of natural amino acid variants in normal healthy human
populations.

For many proteins, including enzymes, transporters,
and receptors, the mechanisms by which amino acid sub-
stitutions alter function have been characterized in kinet-
ic studies. Figure 4-9 shows simulated curves depicting
the rate of metabolism of a substrate by two amino acid
variants of an enzyme and the most common genetic
form of the enzyme. The kinetics of metabolism of sub-
strate by one variant enzyme, Variant A, is characterized
by an increased K. Such an effect can occur if the
amino acid substitution alters the binding site of the
enzyme leading to a decrease in its affinity for the sub-
strate. An amino acid variant may also alter the maxi-
mum rate of metabolism (V) of substrate by the
enzyme, as exemplified by Variant B. The mechanisms
for a reduced V,,, are generally related to a reduced
expression level of the enzyme, which may occur
because of decreased stability of the protein or changes
in protein trafficking or recycling (Shu er al., 2003;
Tirona et al., 2001; Xu et al., 2002).

In contrast to the studies with SNPs in coding
regions, predicting the function of SNPs in noncoding
regions of genes represents a major new challenge in
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Figure 4-9. Simulated concentration-dependence curves
showing the rate of metabolism of a hypothetical substrate by
the common genetic form of an enzyme and two nonsynony-
mous variants. Variant A exhibits an increased K and likely
reflects a change in the substrate binding site of the protein by
the substituted amino acid. Variant B exhibits a change in the
maximum rate of metabolism (V,,,) of the substrate. This may
be due to reduced expression level of the enzyme.

human genetics and pharmacogenetics. The principles of
evolutionary conservation that have been shown to be
important in predicting the function of nonsynonymous
variants in the coding region need to be refined and test-
ed as predictors of function of SNPs in noncoding
regions. New methods in comparative genomics are
being refined to identify conserved elements in noncod-
ing regions of genes that may be functionally important
(Bejerano et al., 2004; Boffelli et al., 2004; Brudno et
al., 2003).

Pharmacogenetic Phenotypes

Candidate genes for therapeutic and adverse response can
be divided into three categories: pharmacokinetic, recep-
tor/target, and disease-modifying.

Pharmacokinetics. Germline variability in genes that
encode determinants of the pharmacokinetics of a drug,
in particular enzymes and transporters, affect drug con-
centrations, and are therefore major determinants of
therapeutic and adverse drug response (Table 4-3;
Nebert et al., 1996). Multiple enzymes and transporters
may be involved in the pharmacokinetics of a single
drug. Several polymorphisms in drug metabolizing enzymes
were discovered as monogenic phenotypic trait varia-
tions, and thus may be referenced using their phenotypic
designations (e.g., slow vs. fast acetylation, extensive vs.
poor metabolizers of debrisoquine or sparteine) rather

Section | / General Principles

than their genotypic designations that reference the gene
that is the target of polymorphisms in each case (NAT2
and CYP2D6 polymorphisms, respectively) (Grant et al.,
1990). CYP2D6 is now known to catabolize the two ini-
tial probe drugs (sparteine and debrisoquine), each of
which was associated with exaggerated responses in 5%
to 10% of treated individuals. The exaggerated respons-
es are an inherited trait (Eichelbaum et al., 1975; Mah-
goub et al., 1977). At present, a very large number of
medications (estimated at 15% to 25% of all medicines
in use) have been shown to be substrates for CYP2D6
(Table 4-3). The molecular and phenotypic character-
ization of multiple racial and ethnic groups has shown
that seven variant alleles account for well over 90% of
the “poor metabolizer” low-activity alleles for this gene
in most racial groups; that the frequency of variant
alleles varies with geographic origin; and that a small
percentage of individuals carry stable duplications of
CYP2D6, with “ultra-rapid” metabolizers having up to
13 copies of the active gene (Ingelman-Sundberg and
Evans, 2001). Phenotypic consequences of the deficient
CYP2D6 phenotype include increased risk of toxicity of
antidepressants or antipsychotics (catabolized by the
enzyme), and lack of analgesic effects of codeine
(anabolized by the enzyme); conversely, the ultra-rapid
phenotype is associated with extremely rapid clearance
and thus inefficacy of antidepressants (Kirchheiner et
al., 2001).

A promoter region variant in the enzyme UGTI1AI,
UGT1A1%*28, which has an additional TA in comparison
to the more common form of the gene, has been associat-
ed with a reduced transcription rate of UGTIAI and lower
glucuronidation activity of the enzyme. This reduced
activity has been associated with higher levels of the
active metabolite of the cancer chemotherapeutic agent
irinotecan (see Chapters 3 and 51). The metabolite, SN38,
which is eliminated by glucuronidation, is associated with
the risk of toxicity (Iyer et al., 2002), which will be more
severe in individuals with genetically lower UGTI1Al
activity.

CYP2C19 codes for a cytochrome P450, historically
termed mephenytoin hydroxylase, that displays penetrant
pharmacogenetic variability, with just a few SNPs
accounting for the majority of the deficient, poor metabo-
lizer phenotype (Mallal et al., 2002). The deficient pheno-
type is much more common in Chinese and Japanese
populations. Several proton pump inhibitors, including
omeprazole and lansoprazole, are inactivated by CYP2C19.
Thus, the deficient patients have higher exposure to active
parent drug, a greater pharmacodynamic effect (higher
gastric pH), and a higher probability of ulcer cure than



Table 4-3

Examples of Genetic Polymorphisms Influencing Drug Response

GENE PRODUCT
(GENE)

Drug metabolizers

CYP2C9

CYP2C19

CYP2D6

CYP3A4/3A5/3A7

Dihydropyrimidine dehy-
drogenase

N-acetyltransferase
(NAT2)

Glutathione transferases
(GSTM1, GSTT1,
GSTPI)

Thiopurine methyltrans-
ferase (TPMT)

UDP-glucuronosyl-trans-
ferase (UGTIAI)
P-glycoprotein (ABCBI)

UGT2B7
COMT
CYP2B6
Targets and receptors
Angiotensin-converting
enzyme (ACE)

DRUGS

Tolbutamide, warfarin, phenytoin,
nonsteroidal antiinflammatories

Mephenytoin, omeprazole, hexobar-
bital, mephobarbital, propranolol,
proguanil, phenytoin

B blockers, antidepressants, anti-
psychotics, codeine, debrisoquine,
dextromethorphan, encainide,
flecainide, fluoxetine, guanoxan,
N-propylajmaline, perhexiline,
phenacetin, phenformin, pro-
pafenone, sparteine

Macrolides, cyclosporine, tacrolimus,
Ca?* channel blockers, midazolam,
terfenadine, lidocaine, dapsone,
quinidine, triazolam, etoposide,
teniposide, lovastatin, alfentanil,
tamoxifen, steroids

Fluorouracil

Isoniazid, hydralazine, sulfonamides,
amonafide, procainamide,

dapsone, caffeine
Several anticancer agents

Mercaptopurine, thioguanine,
azathioprine

Irinotecan, bilirubin

Natural product anticancer drugs,

HIV protease inhibitors, digoxin

Morphine
Levodopa
Cyclophosphamide

ACE inhibitors (e.g., enalapril)
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RESPONSES AFFECTED

Anticoagulant effect of warfarin (Aithal ef al.,
1999; Roden, 2003; Weinshilboum, 2003)

Peptic ulcer response to omeprazole
(Kirchheiner et al., 2001)

Tardive dyskinesia from antipsychotics, narcotic
side effects, codeine efficacy, imipramine
dose requirement, 3 blocker effect (Kirchhei-
ner et al., 2001; Weinshilboum, 2003)

Efficacy of immunosuppressive effects of tac-
rolimus (Evans and Relling, 2004)

5-Fluorouracil neurotoxicity (Chibana et al., 2002)

Hypersensitivity to sulfonamides, amonafide tox-
icity, hydralazine-induced lupus, isoniazid
neurotoxicity (Roden, 2003; Grant et al., 1990)

Decreased response in breast cancer, more toxic-
ity and worse response in acute myelogenous
leukemia (Townsend and Tew, 2003b)

Thiopurine toxicity and efficacy, risk of second
cancers (Relling and Dervieux, 2001; Wein-
shilboum, 2003)

Irinotecan toxicity (Iyer et al., 1998; Relling and
Dervieux, 2001)

Decreased CD4 response in HIV-infected
patients, decreased digoxin AUC, drug resis-
tance in epilepsy (Fellay er al., 2002; Quirk et
al., 2004; Roden, 2003; Siddiqui et al., 2003)

Morphine plasma levels (Sawyer et al., 2003)

Enhanced drug effect (Weinshilboum, 2003)

Ovarian failure (Takada et al., 2004)

Renoprotective effects, hypotension, left ventric-
ular mass reduction, cough (van Essen ef al.,
1996; Roden, 2003)

(Continued)



Table 4-3
Examples of Genetic Polymorphisms Influencing Drug Response (Continued)

GENE PRODUCT
(GENE)

Thymidylate synthase

B, Adrenergic receptor
(ADBR?2)

B, Adrenergic receptor
(ADBRI)

5-Lipoxygenase
(ALOXYS)

Dopamine receptors
(D,, D;, Dy)

Estrogen receptor o

Serotonin transporter
(5-HTT)

Serotonin receptor
(5-HT,,)

HMG-CoA reductase
Modifiers

Adducin

Apolipoprotein E

Human leukocyte antigen

Cholesteryl ester
transfer protein

Ion channels (HERG,
KvLQTI, Mink,
MiRP1)

Methylguanine-deoxy-
ribonucleic acid
methyltransferase

Parkin

MTHFR
Prothrombin, factor V

Stromelysin- 1

Vitamin D receptor

DRUGS

Methotrexate

B, Antagonists
(e.g., albuterol, terbutaline)

B, Antagonists

Leukotriene receptor antagonists

Antipsychotics (e.g., haloperidol,
clozapine, thioridazine,
nemonapride)

Estrogen hormone replacement therapy

Antidepressants (e.g., clomipramine,

fluoxetine, paroxetine, fluvoxamine)
Antipsychotics

Pravastatin

Diuretics
Statins (e.g., simvastatin), tacrine

Abacavir
Statins (e.g., pravastatin)

Erythromycin, cisapride,
clarithromycin, quinidine

Carmustine

Levodopa
Methotrexate
Oral contraceptives

Statins (e.g., pravastatin)

Estrogen
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RESPONSES AFFECTED

Leukemia response, colorectal cancer response
(Krajinovic et al., 2002; Relling and Dervieux,
2001)

Bronchodilation, susceptibility to agonist-induced
desensitization, cardiovascular effects (e.g.,
increased heart rate, cardiac index, peripheral
vasodilation) (Roden, 2003; Tan et al., 1997)

Response to B, antagonists (Johnson and Lima,
2003)

Asthma response (Drazen et al., 1999)

Antipsychotic response (D,, D5, D,), antipsy-
chotic-induced tardive dyskinesia (D;) and
acute akathisia (D5), hyperprolactinemia in
females (D,) (Arranz et al., 2000; Evans and
McLeod, 2003)

High-density lipoprotein cholesterol (Herrington
et al., 2002)

Clozapine effects, 5-HT neurotransmission, anti-
depressant response (Arranz et al., 2000)

Clozapine antipsychotic response, tardive dyski-
nesia, paroxetine antidepression response,
drug discrimination (Arranz et al., 2000)
(Murphy et al., 2003)

Reduction in serum cholesterol

Myocardial infarction or strokes (Roden, 2003)

Lipid-lowering; clinical improvement in
Alzheimer’s (Evans and McLeod, 2003)

Hypersensitivity reactions (Mallal et al., 2002)

Slowing atherosclerosis progression (Evans and
McLeod, 2003)

Increased risk of drug-induced forsades de
pointes, increased QT interval (Roden, 2003;
Roden, 2004)

Response of glioma to carmustine (Evans and
McLeod, 2003)

Parkinson’s disease response (Evans and McLe-
od, 2003)

Gastrointestinal toxicity (Ulrich et al., 2001)

Venous thrombosis risk (Evans and McLeod, 2003)

Reduction in cardiovascular events and in repeat
angioplasty (Evans et al., 2003)

Bone mineral density (Hustmyer ef al., 1994)
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Figure 4-10. Effect of CYP2C19 genotype on proton pump inhibitor (PPI) pharmacokinetics (AUC), gastric pH, and ulcer cure
rates. Depicted are the average variables for CYP2CI9 homozygous extensive metabolizers (homEM), heterozygotes (hetEM), and
poor metabolizers (PM). (Reproduced with permission from Furuta et al., 2004.)

heterozygotes or homozygous wild-type individuals (Fig-
ure 4-10).

The anticoagulant warfarin is catabolized by CYP2C9.
Inactivating polymorphisms in CYP2C9 are common
(Goldstein, 2001), with 2% to 10% of most populations
being homozygous for low-activity variants, and are asso-
ciated with lower warfarin clearance, a higher risk of
bleeding complications, and lower dose requirements
(Aithal et al., 1999).

Thiopurine methyltransferase (TPMT) methylates thi-
opurines such as mercaptopurine (an antileukemic drug
that is also the product of azathioprine metabolism).
One in 300 individuals is homozygous deficient, 10%
are heterozygotes, and about 90% are homozygous for
the wild-type alleles for TPMT (Weinshilboum and
Sladek, 1980). Three SNPs account for over 90% of the
inactivating alleles (Yates et al., 1997). Because methy-
lation of mercaptopurine competes with activation of the
drug to thioguanine nucleotides, the concentration of the
active (but also toxic) thioguanine metabolites is
inversely related to TPMT activity and directly related
to the probability of pharmacologic effects. Dose reduc-
tions (from the ‘“average” population dose) may be
required to avoid myelosuppression in 100% of homozy-
gous deficient patients, 35% of heterozygotes, and only
7% to 8% of those with homozygous wild-type activity
(Relling et al., 1999). The rare homozygous deficient
patients can tolerate 10% or less of the mercaptopurine
doses tolerated by the homozygous wild-type patients,
with heterozygotes often requiring an intermediate dose.
Mercaptopurine has a narrow therapeutic range, and dos-
ing by trial and error can place patients at higher risk of

toxicity; thus, prospective adjustment of thiopurine doses
based on TPMT genotype has been suggested (Lesko
and Woodcock, 2004). Life-threatening toxicity has also
been reported when azathioprine has been given to
patients with nonmalignant conditions (such as Crohn’s
disease, arthritis, or for prevention of solid organ trans-
plant rejection) (Evans and Johnson, 2001; Evans and
Relling, 2004; Weinshilboum, 2003).

Pharmacogenetics and Drug Targets. Gene products
that are direct targets for drugs have an important role in
pharmacogenetics (Johnson and Lima, 2003). Whereas
highly penetrant variants with profound functional con-
sequences in some genes may cause disease phenotypes
that confer negative selective pressure, more subtle vari-
ations in the same genes can be maintained in the popu-
lation without causing disease, but nonetheless causing
variation in drug response. For example, complete inac-
tivation via rare point mutations in methylenetetrahydro-
folate reductase (MTHFR) causes severe mental retarda-
tion, cardiovascular disease, and a shortened lifespan
(Goyette et al., 1994). MTHFR reduces 5,10-CH,- to 5-
CH;-tetrahydrofolate, and thereby interacts with folate-
dependent one-carbon synthesis reactions, including
homocysteine/methionine metabolism and pyrimidine/
purine synthesis (see Chapter 51). This pathway is the
target of several antifolate drugs (Figure 4-11). Whereas
rare variants in MTHFR may result in early death, the
677C—T SNP causes an amino acid substitution that is
maintained in the population at a high frequency (variant
allele, q, frequency in most white populations = 0.4).
This variant is associated with modestly lower MTHFR
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Figure 4~11. Gene products involved in the pharmacogenetics of a single drug, methotrexate. Those involved directly in phar-
macokinetics (transport and metabolism) of methotrexate are circled (e.g., SLCI9A1, FPGS, MRPs, GGH); direct targets of the drug are
outlined in solid rectangles (e.g., DHFR, TYMS, GART, ATIC); and a gene product that may indirectly modulate the effect of methotrexate
(e.g., MTHFR) is outlined with a dotted line. DHFR, dihydrofolate reductase; TYMS, thymidylate synthetase; GART, glycinamide ribo-
nucleotide transformylase; ATIC, aminoimidazole carboxamide transformylase; MTHFR, methylenetetrahydrofolate reductase.

activity (about 30% less than the 677C allele) and mod-
est but significantly elevated plasma homocysteine con-
centrations (about 25% higher) (Klerk et al., 2002). This
polymorphism does not alter drug pharmacokinetics, but
does appear to modulate pharmacodynamics by predis-
posing to gastrointestinal toxicity to the antifolate drug
methotrexate in stem cell transplant recipients. Follow-
ing prophylactic treatment with methotrexate for graft-
versus-host disease, mucositis was three times more
common among patients homozygous for the 677T allele
than those homozygous for the 677C allele (Ulrich et al.,
2001).

Methotrexate is a substrate for transporters and anabo-
lizing enzymes that affect its intracellular pharmacokine-
tics and that are subject to common polymorphisms (Fig-
ure 4-11). Several of the direct targets (dihydrofolate
reductase, purine transformylases, and thymidylate syn-
thase [TYMS]) are also subject to common polymor-
phisms. A polymorphic indel in TYMS (two vs. three
repeats of a 28—base pair repeat in the enhancer) affects
the amount of enzyme expression in both normal and

tumor cells. The polymorphism is quite common, with
alleles equally split between the lower-expression two-
repeat and the higher-expression three-repeat alleles. The
TYMS polymorphism can affect both toxicity and efficacy
of anticancer agents (e.g., fluorouracil and methotrexate)
that target TYMS (Krajinovic et al., 2002). Thus, the
genetic contribution to variability in the pharmacokinetics
and pharmacodynamics of methotrexate cannot be under-
stood without assessing genotypes at a number of differ-
ent loci.

Many drug target polymorphisms have been shown
to predict responsiveness to drugs (Table 4-3). Seroto-
nin receptor polymorphisms predict not only the
responsiveness to antidepressants (Figure 4-12), but
also the overall risk of depression (Murphy et al.,
2003). B adrenergic receptor polymorphisms have been
linked to asthma responsiveness (degree of change in one-
second forced expiratory volume after use of a f ago-
nist) (Tan et al., 1997), renal function following angio-
tensin-converting enzyme (ACE) inhibitors (van Essen
et al., 1996), and heart rate following S-blockers (Tay-
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Figure 4—12. Pharmacodynamics and pharmacogenetics.
The proportion of patients requiring a dosage decrease for the
antidepressant drug paroxetine was greater (p = 0.001) in the
approximately one-third of patients who have the C/C geno-
type for the serotonin 2A receptor (5HT,,) compared to the
two-thirds of patients who have either the T/C or T/T geno-
type at position 102 (Murphy et al., 2003). The major reason
for dosage decreases in paroxetine was the occurrence of
adverse drug effects. (Reproduced with permission from Greer
et al.,2003.)

lor and Kennedy, 2001). Polymorphisms in 3-hydroxy-
3-methylglutaryl coenzyme A (HMG-CoA) reductase
have been linked to the degree of lipid lowering follow-
ing statins, which are HMG-CoA reductase inhibitors
(see Chapter 35), and to the degree of positive effects
on high-density lipoproteins among women on estrogen
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replacement therapy (Herrington et al., 2002; Figure 4—13).
Ton channel polymorphisms have been linked to a risk
of cardiac arrhythmias in the presence and absence of
drug triggers (Roden, 2004).

Polymorphism-Modifying Diseases and Drug Respons-
es. Some genes may be involved in an underlying dis-
ease being treated, but do not directly interact with the
drug. Modifier polymorphisms are important for the de
novo risk of some events and for the risk of drug-
induced events. The MTHFR polymorphism, for exam-
ple, is linked to homocysteinemia, which in turn affects
thrombosis risk (den Heijer, 2003). The risk of a drug-
induced thrombosis is dependent not only on the use of
prothrombotic drugs, but on environmental and genetic
predisposition to thrombosis, which may be affected by
germline polymorphisms in MTHFR, factor V, and pro-
thrombin (Chanock, 2003). These polymorphisms do not
directly act on the pharmacokinetics or pharmacodynam-
ics of prothrombotic drugs, such as glucocorticoids,
estrogens, and asparaginase, but may modify the risk of
the phenotypic event (thrombosis) in the presence of the
drug.

Likewise, polymorphisms in ion channels (e.g., HERG,
KvLQT1, Mink, and MiRPI) may affect the overall risk
of cardiac dysrhythmias, which may be accentuated in the
presence of a drug that can prolong the QT interval in
some circumstances (e.g., macrolide antibiotics, antihista-
mines) (Roden, 2003). These modifier polymorphisms
may impact on the risk of “disease” phenotypes even in
the absence of drug challenges; in the presence of drug,
the “disease” phenotype may be elicited.
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Figure 4-13. Effect of genotype on response to estrogen hormone replacement therapy. Depicted are pretreatment (base line)
and posttreatment (follow-up) high-density lipoprotein (HDL) cholesterol levels in women of the C/C vs. C/T or T/T HMG-CoA
reductase genotype. (Reproduced with permission from Herrington ez al., 2002.)
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Cancer pharmacogenetics have an unusual aspect in
that tumors exhibit somatically-acquired mutations in
addition to the underlying germline variation of the host.
Thus, the efficacy of some anticancer drugs depends on
the genetics of both the host and the tumor. For exam-
ple, non-small-cell lung cancer is treated with an inhibi-
tor of epidermal growth factor receptor (EGFR), gefi-
tinib (see Chapter 51). Patients whose tumors have
activating mutations in the tyrosine kinase domain of
EGFR appear to respond better to gefitinib than those
without the mutations (Lynch et al., 2004). Thus, the
receptor is altered, and at the same time, individuals
with the activating mutations may be considered to have
a distinct category of non-small-cell lung cancer. As
another example, the TYMS enhancer repeat polymor-
phism affects not only host toxicity, but also tumor sus-
ceptibility to thymidylate synthase inhibitors (Evans and
McLeod, 2003; Villafranca et al., 2001; Relling and
Dervieux, 2001).

Pharmacogenetics and Drug Development

Pharmacogenetics will likely impact drug regulatory con-
siderations in several ways (Evans and Relling, 2004;
Lesko and Woodcock, 2004; Weinshilboum and Wang,
2004). Genome-wide approaches hold promise for identi-
fication of new drug targets and therefore new drugs. In
addition, accounting for genetic/genomic interindividual
variability may lead to genotype-specific development of
new drugs, and to genotype-specific dosing regimens.

Pharmacogenomics can identify new targets. For
example, genome-wide assessments using microarray
technology could identify genes whose expression differ-
entiates inflammatory processes; a compound could be
identified that changes expression of that gene; and then
that compound could serve as a starting point for anti-
inflammatory drug development. Proof of principle has
been demonstrated for identification of antileukemic
agents (Stegmaier et al., 2004) and antifungal drugs (Par-
sons et al., 2004), among others.

Pharmacogenetics may identify subsets of patients who
will have a very high or a very low likelihood of respond-
ing to an agent. This will permit testing of the drug in a
selected population that is more likely to respond, mini-
mizing the possibility of adverse events in patients who
derive no benefit, and more tightly defining the parame-
ters of response in the subset more likely to benefit.
Somatic mutations in the EGFR gene strongly identify
patients with lung cancer who are likely to respond to the
tyrosine kinase inhibitor gefitinib (Lynch er al., 2004);
germline variations in 5-lipoxygenase (ALOX5) determine

Section I / General Principles

which asthma patients are likely to respond to ALOX
inhibitors (Drazen et al., 1999); and vasodilation in
response to f3, agonists has been linked to f3, adrenergic
receptor polymorphisms (Johnson and Lima, 2003).

A related role for pharmacogenomics in drug develop-
ment is to identify which genetic subset of patients is at
highest risk for a serious adverse drug effect, and to avoid
testing the drug in that subset of patients (Lesko and
Woodcock, 2004). For example, the identification of HLA
subtypes associated with hypersensitivity to the HIV-1
reverse transcriptase inhibitor abacavir (Mallal et al.,
2002) could theoretically identify a subset of patients who
should receive alternative therapy, and thereby minimize
or even abrogate hypersensitivity as an adverse effect of
this agent. Children with acute myeloid leukemia who are
homozygous for germline deletions in GSH transferase
(GSTT1) are almost three times as likely to die of toxicity
as those patients who have at least one wild-type copy of
GSTT1I following intensively timed antileukemic therapy
but not after “usual” doses of antileukemic therapy
(Davies et al., 2001). These latter results suggest an
important principle: pharmacogenetic testing may help to
identify patients who require altered dosages of medica-
tions, but will not necessarily preclude the use of the
agents completely.

Pharmacogenetics in Clinical Practice

Despite considerable research activity, pharmacogenetics
is rarely utilized in clinical practice (Evans and Johnson,
2001; Weinshilboum and Wang, 2004). There are three
major types of evidence that should accumulate in order
to implicate a polymorphism in clinical care (Figure 4—
14): screens of tissues from multiple humans linking the
polymorphism to a trait; complementary preclinical func-
tional studies indicating that the polymorphism is plausi-
bly linked with the phenotype; and multiple supportive
clinical phenotype/genotype studies. Because of the high
probability of type I error in genotype/phenotype associa-
tion studies, replication of clinical findings will generally
be necessary. Although the impact of the polymorphism
in TPMT on mercaptopurine dosing in childhood leuke-
mia is a good example of a polymorphism for which all
three types of evidence are available, proactive individu-
alized dosing of thiopurines based on genotype has not
been widely incorporated into clinical practice (Lesko et
al., 2004).

Most drug dosing takes place using a population
“average” dose of drug. Adjusting dosages for variables
such as renal or liver dysfunction is often accepted in
drug dosing, even in cases in which the clinical outcome
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Figure 4—14. Three primary types of evidence in pharmacogenetics. Screens of human tissue (A) link phenotype (thiopurine
methyltransferase activity in erythrocytes) with genotype (germline TPMT genotype). The two alleles are separated by a slash (/); the
*1 and *18 alleles are wild-type, and the *2, *3A, and *3C are nonfunctional alleles. Shaded areas indicate low and intermediate levels
of enzyme activity: those with the homozygous wild-type genotype have the highest activity, those heterozygous for at least one *1
allele have intermediate activity, and those homozygous for two inactive alleles have low or undetectable TPMT activity (Yates et al.,
1997). Directed preclinical functional studies (B) can provide biochemical data consistent with the in vitro screens of human tissue, and
may offer further confirmatory evidence. Here, the heterologous expression of the TPMT*1 wild-type and the TPMT*2 variant alleles
indicate that the former produces a more stable protein, as assessed by Western blot (Tai et al., 1997). The third type of evidence comes
from clinical phenotype/genotype association studies (C and D). The incidence of required dosage decrease for thiopurine in children
with leukemia (C) differs by TPMT genotype: 100%, 35%, and 7% of patients with homozygous variant, heterozygous, or homozygous
wild-type, respectively, require a dosage decrease (Relling et al., 1999). When dosages of thiopurine are adjusted based on TPMT geno-
type in the successor study (D), leukemic relapse is not compromised, as indicated by comparable relapse rates in children who were
wild-type vs. heterozygous for TPMT. Taken together, these three data sets indicate that the polymorphism should be accounted for in
dosing of thiopurines. (Reproduced with permission from Relling ez al., 1999.)

of such adjustments has not been studied. Even though
there are many examples of significant effects of poly-
morphisms on drug disposition (e.g., Table 4-3), there is
much more hesitation from clinicians to adjust doses
based on genetic testing than on indirect clinical mea-
sures of renal and liver function. Whether this hesita-
tion reflects resistance to abandon the ‘“trial-and-error”
approach that has defined most drug dosing, distrust of
the genetic tests (which are constantly being refined),
or unfamiliarity with the principles of genetics is not
clear. Nonetheless, broad public initiatives, such as the
NIH-funded Pharmacogenetics and Pharmacogenomics

Knowledge Base (www.pharmGKB.org), provide useful
resources to permit clinicians to access information on
pharmacogenetics (see Table 4-1).

The fact that functionally important polymorphisms are
so common means that complexity of dosing will be likely
to increase substantially in the postgenomic era. Even if
every drug has only one important polymorphism to con-
sider when dosing, the scale of complexity could be large.
Many individuals take multiple drugs simultaneously for
different diseases, and many therapeutic regimens for a sin-
gle disease consist of multiple agents. This situation trans-
lates into a large number of possible drug-dose combina-
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Figure 4-15. Potential impact of incorporation of pharmacogenetics into dosing of drugs for a relatively simple therapeutic
regimen. The traditional approach to treatment for a disease (A), in this case a cancer, is based purely on stage of the cancer. Up to
three different drugs are used in combination, with intensity of dosing dependent on the stage of the cancer. With this strategy, some
with stage II disease are not receiving as much drug as they could tolerate; some patients with stage III or IV disease are undertreated
and some are overtreated. B illustrates a hypothetical patient population with eight different multilocus genotypes. It is assumed that
each of the three drugs is affected by just one genetic polymorphism (TYMS for methotrexate [MTX], MDRI for paclitaxel, and
GSTM1 for cyclophosphamide), and each polymorphism has just two important genotypes (one coding for low and one for high activi-
ty). The possible multilocus genotypes are designated by the letters A to H, and the combinations of TYMS, MDRI and GSTM1 geno-
types giving rise to those multilocus genotypes are indicated in the table. If these three genotypes, along with stage of cancer, are used
to individualize dosages (C), so that those with low activity receive lower doses (LD) and those with higher activity receive higher
doses (HD) of the relevant drug, what began as a total of three drug regimens in the absence of pharmacogenetics becomes 11 regi-
mens by using pharmacogenetics for dosage individualization.

tions. Much of the excitement regarding the promise of
human genomics has emphasized the hope of discovering
individualized “magic bullets,” and ignored the reality of
the added complexity of additional testing and need for
interpretation of results to capitalize on individualized dos-
ing. This is illustrated in a potential pharmacogenetic
example in Figure 4-15. In this case, a traditional antican-
cer treatment approach is replaced with one that incorpo-

rates pharmacogenetic information with the stage of the
cancer determined by a variety of standardized pathological
criteria. Assuming just one important genetic polymor-
phism for each of the three different anticancer drugs, 11
individual drug regimens can easily be generated.
Nonetheless, the potential utility of pharmacogenetics
to optimize drug therapy is great. Once adequate geno-
type/phenotype studies have been conducted, molecular
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diagnostic tests will be developed that detect >95% of the
important genetic variants for the majority of polymor-
phisms, and genetic tests have the advantage that they
need only be conducted once during an individual’s life-
time. With continued incorporation of pharmacogenetics
into clinical trials, the important genes and polymor-
phisms will be identified, and data will demonstrate
whether dosage individualization can improve outcomes
and decrease short- and long-term adverse effects. Signifi-
cant covariates will be identified to allow refinement of
dosing in the context of drug interactions and disease
influences. Although the challenges are substantial, account-
ing for the genetic basis of variability in response to medi-
cations is likely to become a fundamental component of
diagnosing any illness and guiding the choice and dosage
of medications.
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CHAPTER

THE SCIENCE OF DRUG THERAPY

John A. Oates

Drug therapy affords an expanding opportunity for pre-
venting and treating disease and for alleviating symptoms.
Pharmacologic agents also expose patients to risk. Basic
principles of drug therapy provide a conceptual frame-
work for deploying drugs with maximal efficacy while
minimizing the risk of adverse effects.

Optimal therapeutic decisions are based on an evalua-
tion of the individual patient in concert with assessment
of the evidence for efficacy and safety of the treatment
under consideration. An understanding of the pharmaco-
kinetics and pharmacodynamics of the drug should be
integrated with this patient-focused information to guide
implementation of therapy.

EVALUATION OF THE EVIDENCE

Initial determination of the effectiveness and safety of
drugs is based predominantly on evaluation of experimen-
tal interventions in clinical trials. Well-designed and
effectively executed clinical trials provide the scientific
evidence that informs most therapeutic decisions. Evi-
dence from clinical trials may be supplemented by obser-
vational studies, particularly in assessing adverse effects
that elude detection in clinical trials designed to determine
efficacy and that do not occur frequently or rapidly
enough.

Clinical Trials

Similarity of the control group with the group receiving
the intervention is key to obtaining valid information in
all experimental science. In clinical trials, this similarity is
best achieved by random assignment of patients or volun-
teers to the control group or the group receiving the

Copyright © 2006, 2001, 1996, 1990, 1985, 1980, 1975, 1970, 1965, 1955, 1941 by The McGraw-Hill Companies, Inc. Click here for terms of use.

experimental therapy. Such randomization is the optimal
method for distributing between the treatment and control
groups the known and unknown variables that could
affect outcome. Recognizing that a randomized clinical
trial is the “gold standard” of clinical trials, it nonetheless
may be impossible to use this design to study all disor-
ders; for patients who cannot—by regulation, ethics, or
both—be studied with this design (e.g., children, fetuses,
or some patients with psychiatric disease) or for disorders
with a typically fatal outcome (e.g., rabies), it may be nec-
essary to resort to historical controls.

A second important element of study design is conceal-
ment of the outcome of randomization from the study par-
ticipants and investigators. Concealing whether partici-
pants are assigned to the control or the treatment group is
referred to as blinding or masking the study. In therapeutic
investigations, participants in the control group will
receive an inactive replica of the drug, e.g., a tablet or cap-
sule containing inert ingredients that is identical in appear-
ance to the active agent. This inert replica of the drug is
designated as a placebo. When only the study participants
are blinded to treatment assignment but investigators know
whether the active agent is being given, this is designated
as a single-blind study. In a double-blind study, neither the
study participants nor the investigators knows whether the
active agent is being given. Blinding the investigators not
only removes bias in interpreting the outcomes and in
decisions regarding management of the patient but also
eliminates selectivity in the enthusiasm for therapy typical-
ly conveyed by clinicians. By eliminating participant and
observer bias, the randomized, double-blind, placebo-con-
trolled trial provides the highest likelihood of revealing the
truth about the effects of a drug (Temple, 1997). The dou-
ble-blind, placebo-controlled design permits evaluation of
subjective end points, such as pain, that are powerfully
influenced by the administration of placebo. Striking
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instances in which placebo effects are observed include
pain in labor, where a placebo produces approximately
40% of the relief provided by the opioid analgesic meperi-
dine with a remarkably similar time course, and angina
pectoris, where as much as a 60% improvement in symp-
toms is achieved with placebo. The response to placebo in
patients with depression is often 60% to 70% as great as
that of an active antidepressant drug; as described below,
this complicates clinical trials of efficacy.

Benjamin Franklin pioneered the blinded study design.
The king of France appointed him to a commission to
evaluate the claims of the flamboyant healer Friedrich
Anton Mesmer, who employed magnetized iron rods to
heal illnesses. Franklin and the commission conducted an
experiment in which patients were blindfolded to conceal
whether or not they received Mesmer’s treatment and
found that the healing effects were independent of expo-
sure to the magnetized rods.

The existence of a therapy already known to improve
disease outcome may provide an ethical basis for compar-
ing a new drug with the established treatment rather than
placebo (Passamani, 1991). If the aim is to show that the
new drug is as effective as the comparator, then the size
of the trial must be sufficiently large to have the statistical
power to demonstrate a meaningful difference between
the two groups if such a difference were to exist. Trials
conducted against comparators as controls can be mis-
leading if they claim equal effectiveness based on the lack
of a statistical difference between the drugs in a trial that
was too small to demonstrate such a difference. When tri-
als against comparator drugs examine the relative inci-
dence of side effects, it also is important that the doses of
the drugs are equally effective.

A clear hypothesis for the trial should guide the selection
of a primary end point, which should be specified before the
trial is initiated. Ideally, this primary end point should mea-
sure a clinical outcome, either a disease-related outcome,
such as improvement of survival or reduction of myocardial
infarction, or a symptomatic outcome, such as pain relief or
quality of life. Examination of a single, prospectively select-
ed end point is most likely to yield a valid result from the
study. A few additional (secondary) end points also may be
designated in advance; the greater the number of end points
that are examined, the greater is the likelihood that apparent-
ly significant changes in one of them will occur by chance.
The least rigorous examination of trial results comes from
retrospective selection of end points after viewing the data.
Because this introduces a selection bias and increases the
probability of a chance result, retrospective selection should
be used only as the basis to generate hypotheses that then
can be tested prospectively.

Section I / General Principles

In some instances, therapeutic decisions must be based
on trials evaluating surrogate end points—measures such as
clinical signs or laboratory findings that are correlated with
but do not directly measure clinical outcome. Such surro-
gate end points include measurements of blood pressure
(for antihypertensive drugs), plasma glucose (for diabetic
drugs), and levels of viral RNA in plasma (for antiretroviral
drugs). The extent to which surrogate end points predict
clinical outcomes varies, and two drugs with the same
effect on a surrogate end point may have different effects
on clinical outcome. Of greater concern, the effect of a drug
on a surrogate end point may lead to erroneous conclusions
about the clinical consequences of drug administration.
One compelling example of the danger of reliance on surro-
gate end points emerged from the Cardiac Arrhythmia Sup-
pression Trial (CAST). Based on their ability to suppress
the surrogate markers of ventricular premature contractions
and nonsustained ventricular tachycardia, antiarrhythmic
drugs such as encainide, flecanide, and moricizine fre-
quently were used in patients with ventricular ectopy after
myocardial infarction (see Chapter 33). The CAST study
showed that despite their ability to suppress ventricular
ectopy, the drugs actually increased the frequency of sud-
den cardiac death (Echt ef al., 1991). Thus, the ultimate test
of a drug’s efficacy must arise from actual clinical out-
comes rather than surrogate markers (Bucher et al., 1999).

The sample of patients selected for a clinical trial may
not be representative of the entire population of patients
with that disease who may receive the drug. The patients
entered into a trial usually are selected according to the
severity of their disease and other characteristics (inclu-
sion criteria) or are excluded because of coexisting dis-
ease, concurrent therapy, or specific features of the dis-
ease itself (exclusion criteria). It always is important to
ascertain that the clinical characteristics of an individual
patient correspond with those of patients in the trial (Fein-
stein, 1994). For example, the Randomized Aldactone
Evaluation Study (RALES) showed that treatment with
the mineralocorticoid-receptor antagonist spironolactone
was associated with a 30% reduction in death in patients
with severe congestive heart failure (Pitt ef al., 1999). The
potential adverse effect of hyperkalemia was seen only
rarely in this study, which excluded patients with serum
creatinine levels of greater than 2.5 mg/dl. With the
expanded use of spironolactone after the RALES results
were published, numerous patients, many of whom did
not meet the criteria for inclusion that minimized the risk
in the RALES trial, have developed severe hyperkalemia
on spironolactone (Jurlink et al., 2004). Knowledge of the
criteria for selecting the patients in a trial must inform the
application of study results to an individual patient.
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Determination of efficacy and safety is an ongoing pro-
cess that usually is based on the results of more than one
randomized, double-blind, controlled trial. Because the tri-
als may not all provide the same results, and some may
show an apparent effect that does not achieve statistical sig-
nificance, it may be useful to aggregate the results of sever-
al similarly designed drug trials that examined the same
clinical end point into an overview termed a meta-analysis.
The larger numbers of patients and controls in such a meta-
analysis can yield narrower confidence limits and strength-
en the likelihood that an apparent effect is (or is not) due to
the drug rather than chance. In one example, a meta-analy-
sis of 65 randomized trials involving nearly 60,000 patients
strongly supported the current use of low-dose aspirin to
prevent death, myocardial infarction, and stroke in high-
risk patients (Antiplatelet Trialists’ Collaboration, 2002).

Observational Studies

Important but infrequent adverse drug effects may escape
detection in the randomized, controlled trials that demon-
strate efficacy. In controlled trials that form the basis for
approval of drugs for marketing, the number of patient-
years of exposure to a drug is small relative to exposure
after it is marketed. Also, some adverse effects may have
a long latency or may affect patients excluded from the
controlled trials. Therefore, nonexperimental or observa-
tional studies are used to examine those adverse effects
that only become apparent with widespread, prolonged
use of the drug in the practice of medicine. For example,
such observational studies identified peptic ulcers and
gastritis as serious adverse effects of nonsteroidal anti-
inflammatory drugs and aspirin.

The quality of information derived from observational
studies varies with the design and depends highly on the
selection of controls and the accuracy of the information on
medication use (Ray, 2004; Sackett, 1991). Automated pre-
scription databases provide a relatively reliable measure of
drug exposure for such studies. Cohort studies compare the
occurrence of events in users and nonusers of a drug; this is
the more powerful of the observational study designs.
Case-control studies compare drug exposure among
patients with an adverse outcome with that in control
patients. Because the control and treatment groups in an
observational study are not selected randomly, there may
be unknown differences between the groups that determine
outcome independent of drug use. Because of the limita-
tions of observational studies, their validity cannot be
equated with that of randomized, controlled trials (Table 5—
1). Rather, the role of observational studies is to raise ques-
tions and pose hypotheses about adverse reactions. Howev-
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Table 5-1
A Ranking of the Quality of Comparative Studies

Randomized, controlled trials
Double blinded
Single blinded
Unblinded

Observational studies
Prospective cohort study
Prospective case-control study
Retrospective cohort study
Retrospective case control study

er, if it is not feasible to test these hypotheses in controlled
clinical trials, then replicated findings from observational
studies may form the basis for clinical decisions.

PATIENT-CENTERED THERAPEUTICS

Optimal treatment decisions are based on an understand-
ing of the characteristics of the individual patient that will
determine the response to the drug. Interindividual differ-
ences in drug delivery to its site(s) of action can pro-
foundly influence therapeutic effectiveness and adverse
effects. Pharmacodynamic differences in the response to a
drug may result from alterations in the effect on the target
organ or from differences in the body’s adaptation to the
target-organ response owing to disease or other drugs.
Moreover, precision in diagnosis and prognosis governs
the type of therapy and the therapeutic regimen, as well as
the urgency and intensity of treatment. Some of the deter-
minants of interindividual variation are indicated in Fig-
ure 5—1. Thus, therapeutic success and safety are deter-
mined by integration of evidence of efficacy and safety
with knowledge of the individual factors that determine
response in a particular patient.

Drug History

A thorough drug history is a key element in individualizing
therapy, and information on concurrent therapy must be
accessible at each encounter to guide safe and effective
treatment. Documentation of current prescription drug use is
a starting point in the drug history. Despite increasing use of
computerized drug lists, it often is very helpful for patients
to bring all current medications with them to the clinical
encounter. Specific prompting is required to elicit the use of
over-the-counter drugs and herbal medications, both of
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Figure 5-1. Factors that determine the relationship between
prescribed drug dosage and drug effect. (Modified from Koch-
Weser, 1972.)

which may affect therapeutic decisions. Information about
medications that are used only sporadically (e.g., sildenafil
for erectile dysfunction) may not be volunteered without a
specific query. With cognitively impaired patients, it may be
necessary to go beyond the interview to include caregivers
and pharmacy records; as noted earlier, requests to examine
the actual medications also can be invaluable.

Adverse reactions to drugs, allergic or otherwise,
should be documented with specifics regarding severity.
Full elucidation of adverse effects is aided by asking
whether patients or their physicians have discontinued
any medications in the past.

An accessible current drug profile and list of adverse
effects are required for each patient encounter. Review of
the medication list on hospital rounds and during outpatient
visits is essential to maximize effectiveness and safety of
treatment. With electronic medical records, the medication
list can be printed for the patient to optimize communica-
tion about therapy and adherence to the regimen.

DETERMINANTS OF INTERINDIVIDUAL
VARIATION IN RESPONSE TO DRUGS

Disease-Induced Alterations
in Pharmacokinetics

Knowledge of the pathway of a drug’s disposition is key
to predicting how a disease process will alter delivery of
the drug to its site of action.
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Impaired Renal Clearance of Drugs. If a drug is
cleared primarily by the kidney, and if adverse effects
result from elevated levels of the drug, then dose modifica-
tion should be considered in patients with renal dysfunc-
tion. There are many such drugs, including vancomycin,
aminoglycoside antibiotics, and digoxin. When renal clear-
ance of a drug is diminished, the desired pharmacological
effect can be maintained either by decreasing the dose or
lengthening the interval between doses. Estimation of the
glomerular filtration rate (GFR) provides an approximation
of the extent to which renal drug clearance is impaired; this
index of renal function is applicable to assessing decreases
in elimination of drugs cleared by either glomerular filtra-
tion or tubular secretion. GFR can be measured by the
iothalamate clearance method. Alternatively, creatinine
clearance can be used, as estimated from serum creatinine
by the formula of Cockcroft and Gault:

ideal bod
140 — age x(l‘ _ y)
creatinine _ ( £°) weight in kg

= — % 0.85 for women
clearance 72 X serum creatinine (mg/dl)

Ideal body weight for men = 50 kg + 2.3 kg/in over 5 ft
in height. Ideal body weight for women = 45.5 kg + 2.3
kg/in over 5 feet in height. The 0.85 multiplier for women
accounts for their reduced muscle mass. The serum creati-
nine concentration may be a misleading indicator of renal
impairment because it does not reflect GFR in states
where the GFR is changing or in elderly or emaciated
patients whose decreased muscle mass is associated with
decreased creatinine formation.

With knowledge of the GFR, initial dosing reductions
can be estimated from tables provided in the package
insert or from other published tables (e.g., Aronoff, 1999).
The accuracy of the estimated initial dosing regimen
should be monitored by clinical assessment and by analy-
sis of plasma drug concentration where feasible.

Drug metabolites that may accumulate with impaired
renal function may be pharmacologically active or toxic.
Although meperidine is metabolized extensively and is not
dependent on renal function for elimination, its metabolite,
normeperidine, is cleared by the kidney and accumulates
when renal function is impaired. Because normeperidine has
greater convulsant activity than meperidine, its high levels in
renal failure probably account for the central nervous system
(CNS) excitation with irritability, twitching, and seizures that
can occur when multiple doses of meperidine are given to
patients with impaired renal function (see Chapter 21).

Impaired Hepatic Clearance of Drugs. The effect of
liver disease on the hepatic biotransformation of drugs can-
not be predicted from any measure of hepatic function.
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Thus, even though the metabolism of some drugs is
decreased with impaired hepatic function, there is no quan-
titative basis for dose adjustment other than assessment of
the clinical response and plasma concentration. The oral
bioavailability of drugs may be increased in liver disease,
and a marked increase may occur with drugs that normally
have high first-pass hepatic clearance. In patients with cir-
rhosis, the oral availability of drugs that have high first-
pass clearance (e.g., morphine, meperidine, midazolam, and
nifedipine) is almost doubled. Portosystemic shunting will
further reduce first-pass clearance and lead to high plasma
drug levels with the potential for adverse effects.

Circulatory Insufficiency Owing to Cardiac Failure or
Shock. In circulatory failure, neuroendocrine compensa-
tion can reduce renal and hepatic blood flow substantially.
Accordingly, elimination of many drugs is reduced. Particu-
larly affected are drugs with high hepatic extraction ratios,
such as lidocaine, whose clearance is a function of hepatic
blood flow; in this setting, only half the usual infusion rate
of lidocaine is required to achieve therapeutic plasma levels.

Altered Drug Binding to Plasma Proteins. When a drug
is highly bound to plasma proteins, its egress from the vas-
cular compartment is limited largely to the unbound (free)
drug. Thus, the therapeutic response should be related to the
level of unbound drug in plasma rather than to the total drug
concentration. Hypoalbuminemia owing to renal insufficien-
¢y, hepatic disease, or other causes can reduce the extent of
binding of acidic and neutral drugs; in these conditions,
measurement of free drug provides a more accurate guide to
therapy than does analysis of total drug. Because a small
change in the extent of binding produces a large change in
the level of free drug, drugs for which changes in protein
binding are particularly important are those that are more
than 90% bound to plasma protein. Phenytoin is one such
drug, and measurement of unbound phenytoin is used to
guide dosing in patients with renal failure or other condi-
tions that reduce protein binding (see Chapter 19).
Metabolic clearance of such highly bound drugs also is
a function of the unbound fraction of drug. Thus, clear-
ance is increased in those conditions that reduce protein
binding; shorter dosing intervals therefore must be
employed to maintain therapeutic plasma levels.

INTERACTIONS BETWEEN DRUGS

Marked alterations in the effects of some drugs can result
from coadministration with another agent. Such interac-
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tions can increase the drug effect to the level of toxicity,
or they can inhibit the drug effect and deprive the patient
of therapeutic benefit. Drug interactions always should be
considered when unexpected responses to drugs occur.
Whereas the sheer number of drug interactions defies
memorization, understanding their mechanisms provides a
conceptual framework for preventing them.

Drug interactions may be pharmacokinetic (i.e., the
delivery of a drug to its site of action is altered by a sec-
ond drug) or pharmacodynamic (i.e., the response of the
drug target is modified by a second drug).

Pharmacokinetic Interactions Caused
by Diminished Drug Delivery to the
Site of Action

A number of mechanisms may affect drug delivery to the
site of action. Impaired gastrointestinal absorption is an
important consideration for drugs administered orally. For
example, aluminum ions in certain antacids or ferrous
ions in oral iron supplements form insoluble chelates of
the fetracycline antibiotics, thereby preventing their
absorption. The antifungal kefoconazole is a weak base
that is only soluble at acid pH. Drugs that raise gastric
pH, such as the protein pump inhibitors and histamine H,-
receptor antagonists, impair the dissolution and absorp-
tion of ketoconazole.

An especially prominent form of drug interaction
involves the cytochrome P450 enzymes (CYPs). As
described in detail in Chapter 3, the hepatic CYPs play
a key role in the metabolism of a large number of
drugs, and their expression can be induced or their
activity inhibited by a diverse array of drugs. Examples
of drugs that induce these enzymes include antibiotics
(e.g., rifampin), anticonvulsants (e.g., phenobarbital,
phenytoin, and carbamazepine), nonnucleoside reverse
transcriptase inhibitors (e.g., efavirenz and nevirapine),
and herbal drugs (e.g., St. John’s wort). Although these
drugs most potently induce CYP3A4, the expression of
CYPs in the 1A, 2B, and 2C families also can be
increased. Induction of these enzymes accelerates the
metabolism of drugs that are their substrates and nota-
bly decreases oral bioavailability by increasing first-
pass metabolism in the liver. The inducing drugs lower
the plasma levels of drugs that are metabolized pre-
dominantly by these enzymes, including cyclosporine,
tacrolimus, warfarin, verapamil, methadone, dexa-
methasone, methylprednisolone, low-dose oral contra-
ceptives, and the HIV protease inhibitors. Loss of effi-
cacy is the unfortunate but predictable consequence of
these interactions.
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Pharmacokinetic Interactions That Increase
Drug Delivery to the Site of Action

Inhibition of Drug-Metabolizing Enzymes. For drugs
whose clearance depends primarily on biotransformation,
inhibition of a metabolizing enzyme leads to reduced
clearance, prolonged half-life, and drug accumulation dur-
ing maintenance therapy, sometimes with severe adverse
effects. The prominent role of CYPs in drug metabolism
makes them key effectors of such interactions, and know-
ledge of the CYP isoforms that catalyze the principal path-
ways of drug metabolism provides a basis for understand-
ing and even predicting drug interactions (see Chapter 3).

Hepatic CYP3A isozymes catalyze the metabolism of
many drugs that are subject to significant drug interactions
owing to inhibition of metabolism. Drugs metabolized pre-
dominantly by CYP3A isozymes include immunosuppres-
sants (e.g., cyclosporine and tacrolimus), HMG-CoA
reductase inhibitors (e.g., lovastatin, simvastatin, and ator-
vastatin), HIV protease inhibitors (e.g., indinavir, nelfi-
navir, saquinavir, amprinavir, and ritonavir), Ca?* channel
antagonists (e.g., felodipine, nifedipine, nisoldipine, and
diltiazem), glucocorticoids (e.g., dexamethasone and meth-
vlprednisolone), benzodiazepines (e.g., alprazolam, mid-
azolam, and triazolam), and lidocaine.

The inhibition of CYP3A isoforms may vary even
among structurally related members of a given drug class.
For example, the antifungal azoles ketoconazole and itra-
conazole potently inhibit CYP3A enzymes, whereas the
related fluconazole inhibits minimally except at high
doses or in the setting of renal insufficiency. Similarly,
certain macrolide antibiotics (e.g., erythromycin and
clarithromycin) potently inhibit CYP3A isoforms, but
azithromycin does not. In one instance, the inhibition of
CYP3A4 activity is turned to therapeutic advantage. The
HIV protease inhibitor ritonavir inhibits CYP3A4 activi-
ty; when administered in combination with other protease
inhibitors metabolized by this pathway, it increases their
half-lives and permits less frequent dosing.

Drug interactions mediated by inhibition of CYP3A
can be severe. Examples include nephrotoxicity induced
by cyclosporine and tacrolimus and severe myopathy and
rhabdomyolysis resulting from increased levels of HMG-
CoA reductase inhibitors. Whenever an inhibitor of the
CYP3A isoforms is administered, the clinician must be
cognizant of the potential for serious interactions with
drugs metabolized by CYP3A.

Drug interactions also can result from inhibition of
other CYPs. Amiodarone and its active metabolite deseth-
ylamiodarone promiscuously inhibit several CYPs, includ-
ing CYP2C9, the principal enzyme that eliminates the
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active S-enantiomer of warfarin. Because many patients
treated with amiodarone are also receiving warfarin (e.g.,
subjects with atrial fibrillation), the potential exists for
major bleeding complications.

Knowledge of the specific pathways of metabolism of
a drug and the molecular mechanisms of enzyme induc-
tion can help to identify potential interactions; thus the
pathways of drug metabolism often are determined during
preclinical drug development (Yuan et al., 1999; Peck,
1993). If in vitro studies indicate that a compound is
metabolized by CYP3A4, for example, studies can focus
on commonly used drugs that either inhibit (e.g., ketocon-
azole) or induce (e.g., rifampin) this enzyme. Other
probes for the evaluation of potential drug interactions
targeted at CYPs in human beings include midazolam or
erythromycin for CYP3A4 and dextromethorphan for
CYP2D6.

Inhibition of Drug Transport. Drug transporters are
key determinants of the availability of certain drugs to
their site(s) of action, and clinically significant drug inter-
actions can result from inhibition of drug transporters (see
Chapter 2). The best-studied drug transporter is the P-gly-
coprotein, which initially was defined as a factor that
actively transported multiple chemotherapeutic drugs out
of cancer cells, thereby rendering them resistant to drug
action. P-glycoprotein is expressed on the luminal aspect
of intestinal epithelial cells (where it functions to inhibit
xenobiotic absorption), on the luminal surface of renal
tubular cells, and on the canalicular aspect of hepatocytes;
inhibition of P-glycoprotein-mediated transport at these
sites results in increased plasma levels of drug at steady
state. Digoxin is largely dependent on transport by P-gly-
coprotein for elimination, and drugs that inhibit the trans-
porter can elevate plasma digoxin levels to the toxic
range. Inhibitors of P-glycoprotein include verapamil, dil-
tiazem, amiodarone, quinidine, ketoconazole, itracona-
zole, and erythromycin; as discussed earlier, many of
these drugs also inhibit CYP3A4 (Kim et al., 1999). P-
glycoprotein on the capillary endothelium that forms the
blood-brain barrier exports drugs from the brain, and
inhibition of P-glycoprotein enhances CNS distribution of
some of these drugs (e.g., some HIV protease inhibitors).

Pharmacodynamic Interactions

Combinations of drugs often are employed to therapeutic
advantage either because their beneficial effects are addi-
tive or synergistic or because therapeutic effects can be
achieved with fewer drug-specific adverse effects by
using submaximal doses of drugs in concert. As discussed
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in more detail in specific chapters, combination therapy
constitutes optimal treatment for many conditions, includ-
ing heart failure (see Chapter 33), severe hypertension
(see Chapter 32), and cancer (see Chapter 51). This sec-
tion addresses pharmacodynamic interactions that pro-
duce adverse effects.

Nitroglycerin, related nitrates, and nitroprusside pro-
duce vasodilation by nitric oxide—dependent elevation of
cyclic GMP in vascular smooth muscle. The pharmaco-
logic effects of sildenafil, tadalafil, and vardenafil result
from inhibition of the type 5 isoform of phosphodiesterase
that inactivates cyclic GMP in the vasculature. Thus,
coadministration of a nitric oxide donor such as nitroglyc-
erin with a phosphodiesterase 5 inhibitor can cause pro-
found and potentially catastrophic hypotension.

The oral anticoagulant warfarin has a narrow margin
between therapeutic inhibition of clot formation and
bleeding complications and is subject to several important
drug interactions (see Chapter 54). Nonsteroidal anti-
inflammatory drugs cause gastric and duodenal ulcers
(see Chapter 36), and their concurrent administration with
warfarin increases the risk of gastrointestinal bleeding
almost fourfold compared with warfarin alone. By inhibit-
ing platelet aggregation, aspirin increases the incidence of
bleeding in warfarin-treated patients. Finally, antibiotics
that alter the intestinal flora reduce the bacterial synthesis
of vitamin K, thereby enhancing the effect of warfarin.

A subset of nonsteroidal antiinflammatory drugs,
including indomethacin, ibuprofen, piroxicam, and the
cyclooxygenase-2 inhibitors, can antagonize antihyperten-
sive therapy, especially with regimens employing angio-
tensin-converting enzyme inhibitors, angiotensin-receptor
antagonists, and f adrenergic receptor antagonists. The
effect on arterial pressure ranges from trivial to severe.
Interestingly, these cyclooxygenase inhibitors do not
reverse the hypotensive effect of Ca?* channel blockers.
Aspirin and sulindac, in contrast, produce little, if any,
elevation of blood pressure when used concurrently with
these antihypertensive drugs.

Antiarrhythmic drugs that block potassium channels,
such as sotalol and quinidine, can cause the polymorphic
ventricular tachycardia known as torsades de pointes (see
Chapter 34). The abnormal repolarization that leads to
polymorphic ventricular tachycardia is potentiated by
hypokalemia, and diuretics that produce potassium loss
increase the risk of this drug-induced arrhythmia.

Age as a Determinant of Response to Drugs. Most
drugs initially are evaluated in young and middle-aged
adults, and data on their use in children and the elderly
frequently are sparse and become available only belatedly.
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At the extremes of age, individuals differ in the way that
they handle drugs (pharmacokinetics) and in their
response to drugs (pharmacodynamics). These differences
may require substantial alteration in the dose or dosing
regimen to produce the desired clinical effect in children
(Kearns et al., 2003) or in the very old.

Children. Drug disposition in childhood does not vary
linearly with either body weight or body surface area, and
there are no reliable, broadly applicable principles or for-
mulas for converting doses of drugs used in adults to
doses that are safe and effective in children. An important
generality is that variability in pharmacokinetics is likely
to be greatest at times of physiological change (e.g., the
newborn or premature baby or at puberty) such that dos-
ing adjustment, often aided by therapeutic drug monitor-
ing for drugs with narrow therapeutic indices, becomes
critical for safe, effective therapeutics.

Most drug-metabolizing enzymes are expressed at low
levels at birth, followed by an isozyme-specific postnatal
induction of CYP expression. CYP2El and CYP2D6
appear in the first day, followed within 1 week by CYP3A4
and the CYP2C subfamily. CYP2AI1 is not expressed until
1 to 3 months after birth. Some glucuronidation pathways
are decreased in the newborn, and an inability of newborns
to glucuronidate chloramphenicol was responsible for the
“gray baby syndrome” characterized by vomiting, neonatal
hypothermia, flaccidity, cyanosis, and cardiovascular col-
lapse (see Chapter 46). When adjusted for body weight or
surface area, hepatic drug metabolism in children after the
neonatal period often exceeds that of adults. Studies using
caffeine as a model substrate illustrate the developmental
changes in CYP1A2 that occur during childhood (Figure
5-2). The mechanisms regulating such developmental
changes are uncertain, and other pathways of drug metab-
olism probably mature with different patterns (deWildt ez
al., 1999).

CLEARANCE

Term 1 Year Puberty  Adult

AGE

Figure 5-2. Developmental changes in CYPIA2 activity,
assessed as caffeine clearance. (See Lambert et al., 1986.)
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Renal elimination of drugs also is reduced in the neo-
natal period. Neonates at term have markedly reduced
GFRs (2 to 4 ml/min/1.73 m?), and prematurity reduces
renal function even further. As a result, neonatal dosing
regimens for a number of drugs (e.g., aminoglycosides)
must be reduced to avoid toxic drug accumulation. GFR
(corrected for body surface area) increases progressively
to adult levels by 8 to 12 months of age.

Based on these nonlinear changes in drug disposition
that differ depending on the mode of elimination, dosing
guidelines for children—where they exist—are drug- and
age-specific, as detailed in drug labeling and in hand-
books (Taketomo et al., 2000). The need for attention to
dosing guidelines is not eliminated by topical drug admin-
istration; severe hypoadrenal crisis in children has result-
ed from the use of adult doses of inhaled glucocorticoids.

Drug pharmacodynamics in children also may differ
from those in adults. Antihistamines and barbiturates that
generally sedate adults may cause children to become
“hyperactive.” The enhanced sensitivity to the sedating
effects of propofol in children has led to the administra-
tion of excessive doses that produced a syndrome of myo-
cardial failure, metabolic acidosis, and multiorgan failure.
Unique features of childhood development also may pro-
vide special vulnerabilities to drug toxicity; for example,
tetracyclines can permanently stain developing teeth, and
glucocorticoids can attenuate linear growth of bones.

The Elderly. As adults age, gradual changes in phar-
macokinetics and pharmacodynamics increase the inter-
individual variability of doses required for a given
effect. Pharmacokinetic changes result from changes in
body composition and the function of drug-eliminating
organs. The reduction in lean body mass, serum albu-
min, and total-body water, coupled with the increase in
percentage of body fat, alters distribution of drugs in a
manner dependent on their lipid solubility and protein
binding. The clearance of many drugs is reduced in the
elderly. Renal function declines at a variable rate to
about 50% of that in young adults. Hepatic blood flow
and drug metabolism also are reduced in the elderly, but
the variability of these changes is great. In general, the
activities of hepatic CYPs are reduced, but conjugation
mechanisms are relatively preserved. Frequently, the
elimination half-lives of drugs are increased as a conse-
quence of larger apparent volumes of distribution of
lipid-soluble drugs and/or reductions in the renal or met-
abolic clearance.

Changes in pharmacodynamics also are important fac-
tors in treating the elderly. Drugs that depress the CNS
produce increased effects at any given plasma concentra-
tion. Even if the dosage is decreased appropriately to
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account for age-related pharmacokinetic changes, physio-
logical changes and loss of homeostatic resilience can
result in increased sensitivity to unwanted effects of drugs
(e.g., hypotension from psychotropic medications and
hemorrhage from anticoagulants).

The proportion of the elderly and very old in the popu-
lation of developed nations is increasing rapidly. These
individuals have more illnesses than younger people and
consume a disproportionate share of prescription and
over-the-counter drugs. These factors, combined with age-
related changes in pharmacokinetics and pharmacodynam-
ics, make the elderly a population in whom drug use is
especially likely to be marred by serious adverse effects
and drug interactions. They therefore should receive drugs
only when absolutely necessary for well-defined indica-
tions and at the lowest effective doses. Prospectively
defined end points, appropriate monitoring of drug levels,
and frequent reviews of the patient’s drug history, with
discontinuation of those drugs that did not achieve the
desired end point or are no longer required, would greatly
improve the health of the elderly population. On the other
hand, appropriate therapy should not be withheld because
of these concerns; outcomes data with several drug inter-
ventions for chronic conditions (e.g., hypertension and
dyslipidemia) have proven that the elderly benefit at least
as much as, and often more than, the young (LaRosa et al.,
1999). Furthermore, several chronic diseases that predom-
inantly affect the elderly, such as osteoporosis and prostat-
ic hypertrophy, can be halted or reduced by appropriate
drug therapy.

GENETIC DETERMINANTS OF THE
RESPONSE TO DRUGS

Allelic variations in the genes encoding drug-metaboliz-
ing enzymes, drug transporters, and receptors can be
responsible for striking differences in pharmacological
activity. A variation in DNA sequence that occurs with a
frequency of more than 1% is termed a polymorphism.
Polymorphisms in the enzymes responsible for drug dis-
position can produce major alterations in the delivery of a
drug or its active metabolite to the pharmacologic target.
Mercaptopurine, an antileukemia drug, also is the
active metabolite of the immunosuppressant azathioprine.
Mercaptopurine is inactivated by thiopurine S-methyltrans-
ferase (TPMT). Genetic polymorphisms in this enzyme
lead to differences in inactivation of mercaptopurine and
to vast interindividual differences in toxic and therapeutic
responses. Homozygotes for alleles encoding inactive
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TPMT (0.3% to 1% of patients) experience severe pancy-
topenia on the “usual” dose of mercaptopurine or azathi-
opurine, and even heterozygotes experience more bone
marrow suppression. Importantly, the occurrence of bone
marrow toxicity in heterozygotes has resulted in the selec-
tion of a standard dose of the drugs that probably under-
treats patients homozygous for TPMT alleles with full cat-
alytic activity. The genotype for TPMT polymorphisms is
highly concordant with phenotype, providing a basis for
genotyping patients to direct safer and more effective ther-
apy with these drugs (see Chapter 4).

The proton pump inhibitor omeprazole is metabolized
almost entirely by CYP2C19, and polymorphisms of this
isoform determine the rate of omeprazole elimination.
After the recommended drug doses, patients homozygous
for the polymorphism that confers the highest rate of
elimination (extensive metabolizers) have drug levels that
are too low to inhibit gastric acid secretion, whereas those
homozygous for the poor metabolizer polymorphism
respond with suppression of acid secretion. Predictably,
the efficacy of omeprazole in eradication of Helicobacter
pylori infection is markedly reduced in the extensive
metabolizer phenotype.

Activity of the CYP2D6 isoform is polymorphically
distributed in the population, and 8% to 10% of Cauca-
sians are deficient in the enzyme (poor metabolizers).
CYP2D6 is the principal pathway for the metabolism of
many drugs, including selective serotonin-reuptake inhibi-
tors (e.g., fluoxetine and paroxetine), tricyclic antidepres-
sants (e.g., nortriptyline, desipramine, imipramine, and
clomipramine), and certain opiates (e.g., codeine and dex-
tromethorphan). Because the analgesic effect of codeine
depends on its metabolism to morphine by CYP2D6,
patients who are poor metabolizers respond poorly to the
analgesic effect of codeine. At the other extreme, patients
who have a gene duplication of CYP2D6 exhibit an exag-
gerated response to codeine. Poor metabolizers and exten-
sive metabolizers differ substantially in their therapeutic
and adverse responses to many of the CYP2D6 substrates;
as a consequence, there is an active attempt in drug devel-
opment programs to avoid candidate drug molecules that
depend on CYP2D6 for metabolism.

CYP2C9 catalyzes the major pathway of metabolism
of warfarin and phenytoin. Certain allelic variants of
CYP2C9 are devoid of catalytic function, and the required
doses of warfarin and phenytoin are much reduced in
these patients. Initiation of therapy with the usual dose of
warfarin in such CYP2C9-deficient patients puts them at
risk of bleeding complications.

Genetic polymorphisms also influence the response of
the target organs to drugs. The antiarrhythmic drugs that
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act by prolonging repolarization (e.g., quinidine and
sotalol) can prolong repolarization markedly in some
patients and induce polymorphic ventricular tachycardia.
Allelic variants of genes encoding ion channels also are
associated with prolonged repolarization, and patients with
these polymorphism are highly susceptible to arrhythmias
when treated with these drugs (see Chapter 34).

Altered drug response has been associated with allelic
variants of genes encoding the molecular targets of drugs
or of key proteins in the pathophysiologic system affected
by the drug. For example, the effect of B-adrenergic
receptor antagonists on blood pressure has been shown to
be associated with f,-receptor polymorphisms, and the
action of [ adrenergic receptor agonists in asthma has
been related to variants in the f3, adrenergic receptor gene.
With the availability of the human genomic database and
the identification of multiple single-nucleotide polymor-
phisms, associations between drug effect and genetic
polymorphisms will be reported increasingly. The initial
reports undoubtedly will yield a number of false-positive
associations and will require confirmation in prospective
studies. Even if an association between a polymorphism
and drug response is confirmed, it may reflect a haplotype
effect or linkage of the polymorphism with another genet-
ic determinant.

Some general principles of pharmacogenetics and
additional examples are presented in Chapter 4.

THE PHARMACODYNAMIC
CHARACTERISTICS OF A DRUG THAT
DETERMINE ITS USE IN THERAPY

When drugs are administered to patients, there is no sin-
gle characteristic relationship between the drug concen-
tration in plasma and the measured effect; the concentra-
tion—effect curve may be concave upward, concave
downward, linear, sigmoid, or an inverted-U shape.
Moreover, the concentration—effect relationship may be
distorted if the response being measured is a composite of
several effects, such as the change in blood pressure pro-
duced by a combination of cardiac, vascular, and reflex
effects. However, such a composite concentration—effect
curve often can be resolved into simpler curves for each
of its components. These simplified concentration—effect
relationships, regardless of their exact shape, can be
viewed as having four characteristic variables: potency,
maximal efficacy, slope, and individual variation. These
are illustrated in Figure 5-3 for the common sigmoidal
log dose—effect curve.
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Figure 5-3. The log concentration—effect relationship.
Representative log concentration—effect curve illustrating its
four characterizing variables. Here, the effect is measured as a
function of increasing drug concentration in the plasma. Similar
relationships also can be plotted as a function of the dose of drug
administered. These plots are referred to as dose—effect curves.
(See text for further discussion.)

Potency. The location of the concentration—effect curve
along the concentration axis is an expression of the potency
of a drug. Although often related to the dose of a drug
required to produce an effect, potency is more properly
related to the concentration of the drug in plasma to
approximate more closely the situation in isolated systems
in vitro and to avoid the complicating factors of pharmaco-
kinetic variables. Although potency obviously affects drug
dosage, potency per se is relatively unimportant in the clin-
ical use of drugs, provided that the required dose can be
given conveniently and that there is no toxicity related to
the chemical structure of the drug rather than to its mecha-
nism. There is no justification for the view that more potent
drugs are superior therapeutic agents. However, if the drug
is to be administered by transdermal absorption, a highly
potent drug is required because the capacity of the skin to
absorb drugs is limited (see Chapter 62).

Maximal Efficacy. The maximal effect that can be pro-
duced by a drug is its maximal, or clinical, efficacy (which
is related to, but not precisely the same as, the term efficacy
as discussed in Chapter 1). Maximal efficacy is determined
principally by the properties of the drug and its receptor—
effector system and is reflected in the plateau of the con-
centration—effect curve. In clinical use, however, undesired
effects may limit a drug’s dosage such that its true maximal
efficacy may not be achievable. The maximal efficacy of a
drug is clearly a major characteristic—of much greater clin-
ical importance than its potency. Furthermore, the two
properties are not related and should not be confused. For
instance, although some thiazide diuretics have similar or
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greater potency than the loop diuretic furosemide, the maxi-
mal efficacy of furosemide is considerably greater.

Slope. The slope of the concentration—effect curve reflects
the mechanism of action of a drug, including the shape of
the curve that describes drug binding to its receptor (see
Chapter 1). The steepness of the curve dictates the range of
doses that are useful for achieving a clinical effect. Aside
from this fact, the slope of the concentration—effect curve
has more theoretical than practical usefulness.

Pharmacodynamic Variability

Individuals vary in the magnitude of their response to the
same concentration of a single drug or to similar drugs
when the appropriate correction has been made for differ-
ences in potency, maximal efficacy, and slope. In fact, a
single individual may not always respond in the same way
to the same concentration of drug. A concentration—effect
curve applies only to a single individual at one time or to
an average individual. The intersecting brackets in Figure
5-3 indicate that an effect of varying intensity will occur
in different individuals at a specified concentration of a
drug or that a range of concentrations is required to pro-
duce an effect of specified intensity in all of the patients.

Attempts have been made to define and measure individ-
ual “sensitivity” to drugs in the clinical setting, and progress
has been made in understanding some of the determinants of
sensitivity to drugs that act at specific receptors. For exam-
ple, responsiveness to 3 adrenergic receptor agonists may
change because of disease (e.g., thyrotoxicosis or heart fail-
ure) or because of previous administration of either 3 adre-
nergic receptor agonists or antagonists that can cause chang-
es in the concentration of the 3 adrenergic receptor and/or
coupling of the receptor to its effector systems (laccarino et
al., 1999) (see Chapter 10). Receptors are not static compo-
nents of the cell; rather, they are in a dynamic state, and
their concentration and function may be up-regulated and
down-regulated by endogenous and exogenous factors.

Data on the association of drug levels with efficacy
and toxicity must be interpreted in the context of the phar-
macodynamic variability in the population. The plasma
concentration of phenobarbital required to control sei-
zures, for example, is higher in children than in adults.
Variability in pharmacodynamic response can result from
any of the factors responsible for altering drug effect that
include genetics, age, disease, and other drugs. The vari-
ability in pharmacodynamic response in the population
may be analyzed by constructing a quantal concentration—
effect curve (Figure 5-4A). The concentration of a drug
that produces a specified effect in a single patient is called
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Figure 5-4. Frequency distribution curves and quantal
concentration—effect and dose—effect curves. A. Frequency dis-
tribution curves. An experiment was performed on 100 subjects,
and the effective plasma concentration that produced a quantal
response was determined for each individual. The number of sub-
jects who required each dose is plotted, giving a log-normal fre-
quency distribution (colored bars). The gray bars demonstrate that
the normal frequency distribution, when summated, yields the
cumulative frequency distribution—a sigmoidal curve that is a
quantal concentration—effect curve. B. Quantal dose—effect curves.
Animals were injected with varying doses of sedative-hypnotic,
and the responses were determined and plotted. The calculation of
the therapeutic index, the ratio of the LD, to the EDsy, is an indi-
cation of how selective a drug is in producing its desired effects
relative to its toxicity. (See text for additional explanation.)

127

the individual effective concentration. This is a quantal
response because the defined effect is either present or
absent. Individual effective concentrations usually are log
normally distributed, which means that a normal variation
curve is the result of plotting the logarithms of the con-
centration against the frequency of patients achieving the
defined effect. A cumulative frequency distribution of
individuals achieving the defined effect as a function of
drug concentration is the concentration—percent curve or
the quantal concentration—effect curve. The slope of the
concentration—percent curve is an expression of the phar-
macodynamic variability in the population.

The Therapeutic Index

The dose of a drug required to produce a specified effect in
50% of the population is the median effective dose, abbrevi-
ated as the EDy, (Figure 5-4B). In preclinical studies of
drugs, the median lethal dose, as determined in experimen-
tal animals, is abbreviated as LDs,. The ratio of the LDs to
the EDs, is an indication of the therapeutic index, which is
a statement of how selective the drug is in producing its
desired versus its adverse effects. In clinical studies, the
dose, or preferably the concentration, of a drug required to
produce toxic effects can be compared with the concentra-
tion required for the therapeutic effects in the population to
evaluate the clinical therapeutic index. However, since
pharmacodynamic variation in the population may be
marked, the concentration or dose of drug required to pro-
duce a therapeutic effect in most of the population usually
will overlap the concentration required to produce toxicity
in some of the population, even though the drug’s therapeu-
tic index in an individual patient may be large. Also, the
concentration—percent curves for efficacy and toxicity need
not be parallel, adding yet another complexity to determi-
nation of the therapeutic index in patients. Finally, no drug
produces a single effect, and depending on the effect being
measured, the therapeutic index for a drug will vary. For
example, much less codeine is required for cough suppres-
sion than for control of pain in 50% of the population, and
thus the margin of safety, selectivity, or therapeutic index
of codeine are much greater as an antitussive than as an
analgesic.

ADVERSE DRUG REACTIONS AND
DRUG TOXICITY

Any drug, no matter how trivial its therapeutic actions,
has the potential to do harm. Adverse reactions are a cost
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of modern medical therapy. Although the mandate of the
Food and Drug Administration (FDA) is to ensure that
drugs are safe and effective, these terms are relative. The
anticipated benefit from any therapeutic decision must be
balanced by the potential risks.

The magnitude of the problem of adverse reactions to
marketed drugs is difficult to quantify. It has been esti-
mated that 3% to 5% of all hospitalizations can be
attributed to adverse drug reactions, resulting in 300,000
hospitalizations annually in the United States. Once hos-
pitalized, patients have about a 30% chance of an unto-
ward event related to drug therapy, and the risk attribut-
able to each course of drug therapy is about 5%. The
chance of a life-threatening drug reaction is about 3%
per patient in the hospital and about 0.4% per each
course of therapy (Jick, 1984). Adverse reactions to
drugs are the most common cause of iatrogenic disease
(Leape et al., 1991).

Mechanism-based adverse drug reactions are exten-
sions of the principal pharmacological action of the drug.
These would be expected to occur with all members of a
class of drugs having the same mechanism of action.
Hyperkalemia, for example, is a mechanism-based adverse
effect of all mineralocorticoid-receptor antagonists. Adverse
effects that are not a consequence of the drug’s primary
mechanism of action are considered to be off-target reac-
tions and are a consequence of the particular drug mole-
cule. The hepatotoxicity of acetaminophen is an off-target
toxicity.

When an adverse effect is encountered infrequently, it
may be referred to as idiosyncratic, meaning that it
results from an interaction of the drug with unique host
factors and does not occur in the population at large.
Idiosyncratic adverse effects may be mechanism-based
(e.g., angioedema on angiotensin-converting enzyme
inhibitors) or off-target reactions (e.g., anaphylaxis to
penicillin). Investigations of idiosyncratic reactions often
have identified a genetic or environmental basis for the
unique host factors leading to the unusual effects.

THERAPEUTIC DRUG MONITORING

Given the multiple factors that alter drug disposition,
measurement of the concentration in body fluids can
assist in individualizing therapy with selected drugs.
Determination of the concentration of a drug in blood,
serum, or plasma is particularly useful when well-defined
criteria are fulfilled:
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1. A demonstrated relationship exists between the con-
centration of drug in plasma and the desired therapeu-
tic effect or the toxic effect to be avoided. The range of
plasma levels between that required for efficacy and
that at which toxicity occurs for a given individual is
designated the therapeutic window (Figure 5-5).

2. There is sufficient variability in plasma level that the
level cannot be predicted from the dose alone.

3. The drug produces effects, intended or unwanted, that
are difficult to monitor.

4. The concentration required to produce the therapeutic
effect is close to the level that causes toxicity (i.e.,
there is a low therapeutic index).

A clear demonstration of the relation of drug concen-
tration to efficacy or toxicity is not achievable for many
drugs; even when such a relationship can be determined,
it usually predicts a probability of efficacy or toxicity. In
trials of antidepressant drugs, for example, such a high
proportion of patients respond to placebo that it is diffi-
cult to determine the plasma level associated with effica-
cy. The end points defining drug effect may not prove to
be relevant. A digoxin level of 2 ng/ml initially was
selected as the threshold of toxicity based on the surrogate
marker of electrocardiographic evidence of ventricular
arrhythmias at higher concentrations. A subsequent retro-
spective examination of the data from a clinical trial of
the effect of digoxin versus placebo on clinical outcome
in patients with heart failure revealed that patients with
digoxin levels exceeding 1.1 ng/ml had a higher risk of
cardiac mortality. Like most data that link plasma levels
with effect, this was not a randomized, controlled evalua-
tion of the consequences of drug level but rather a retro-
spective examination of trial data, and an alternative
explanation is that impaired clearance of digoxin via P-
glycoprotein is an indicator of a poor prognosis in cardiac
failure. Nonetheless, these data provide evidence based on
clinical outcome that will guide the adjustment of digoxin
dosing until controlled data become available.

There is a quantal concentration—response curve for
efficacy and adverse effects (Figure 5-5), and for many
drugs, the concentration that achieves efficacy in all the
population may produce adverse effects in some individu-
als. Thus, a population therapeutic window expresses a
range of concentrations in which the likelihood of effica-
cy is high and the probability of adverse effects is low. It
is not a guarantee of either efficacy or safety. Therefore,
use of the population therapeutic window to adjust dosage
of a drug should be complemented by monitoring appro-
priate clinical and surrogate markers for drug effect.
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Figure 5-5. The relation of the therapeutic window of drug
concentrations to the therapeutic and adverse effects in the
population. Ordinate is linear; abcissa is logarithmic.

Intravenous Administration of Drugs

Rapid intravenous administration produces an abrupt rise in
the concentration of drug in the plasma compartment (Fig-
ure 5-6). The concentration then falls rapidly as the drug
distributes to the extravascular compartments, after which
the plasma and extravascular compartments are in equilibri-
um during the phase of drug elimination. By contrast, when
the same dose is infused more slowly (e.g., over 1 hour), as
illustrated in Figure 5-6, distribution takes place concurrent-
ly with delivery of drug into the plasma compartment, and
concentrations of drug in plasma do not rise much above the
level achieved at equilibrium. Thus the slower intravenous
administration never produces the high plasma concentra-
tion that follows the intravenous bolus. The shaded area in
Figure 5-6 indicates the excess exposure to drug in the plas-
ma compartment during the distribution phase after intrave-
nous bolus compared with the peak level after the slower
infusion. The excessive levels after intravenous bolus could
yield either therapeutic advantage or a catastrophic outcome
depending on the drug and the target organs that are imme-
diately affected by the concentration of drug in plasma.

If the drug in the plasma compartment is immediately
available to an organ to which the higher levels are toxic,
then an adverse outcome rapidly ensues. Thus bolus or
even very rapid intravenous administration of drugs such
as procainamide, phenytoin, or potassium can produce
cardiovascular collapse. However, if the same intravenous
doses were given slowly, the continuous distribution of
the infused drug would prevent the excessively high plas-
ma levels and would be safe. Thus, the rate of intravenous
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Figure 5-6. High concentrations of drug in the plasma
after rapid (bolus) intravenous administration. The plasma
levels achieved after intravenous administration of procaina-
mide (500 mg) as a rapid bolus compared with an infusion
over 1 hour. The shaded area depicts the excess exposure to
the drug in the plasma compartment when a rapid bolus
instead of an infusion is administered. Scale on ordinate is
logarithmic.

administration is of crucial importance for drugs that
could produce toxicity from high plasma levels.

By contrast, some sedative drugs are distributed rapid-
ly from plasma to the brain, and relatively rapid intrave-
nous administration will produce prompt sedation as the
brain extracts the drug from plasma. In this case, the high
concentration of drug in plasma during the distribution
phase after rapid intravenous administration is therapeuti-
cally advantageous for use in anesthesiology.

When considering administration of a drug by intrave-
nous bolus, a full understanding of the safety of this mode
of administration is required.

THE DYNAMIC INFORMATION BASE

With the development of new drugs, the accrual of new
information on marketed agents, the findings emerging
from clinical trials, ongoing regulatory decisions, and the
updated guidelines for disease management, the informa-
tion base available to guide drug therapy is in a state of
constant and brisk evolution. Among the available sourc-
es are textbooks of pharmacology and therapeutics, med-
ical journals, published guidelines for treatment of spe-



130

cific diseases, analytical evaluations of drugs, drug
compendia, professional seminars and meetings, and
advertising. Developing a strategy to extract objective
and unbiased data is required for the practice of rational
therapeutics. As is the case with all continuing medical
education, patient-centered acquisition of the relevant
information is a centerpiece of such a strategy. This
requires access to the information in the practice setting
and increasingly is facilitated by electronic availability of
information resources. Facile online access to the prima-
ry medical literature that forms the basis for therapeutic
decisions is available via PubMed, a search and retrieval
system of the National Center for Biotechnology Infor-
mation (www.ncbi.nlm.nih.gov/entrez/query.fcgi).

Depending on their aim and scope, textbooks of phar-
macology may provide, in varying proportions, basic
pharmacological principles, critical appraisal of useful
categories of therapeutic agents, and detailed descriptions
of individual drugs or prototypes that serve as standards
of reference for assessing new drugs. In addition, pharma-
codynamics and pathophysiology are correlated. Thera-
peutics is considered in virtually all textbooks of medi-
cine, but often superficially.

A source of information often used by physicians is the
Physicians’ Desk Reference (PDR), available in printed
form and online (Www.pdr.net). The brand-name manu-
facturers whose products appear support this book. No
comparative data on efficacy, safety, or cost are included.
The information is identical to that contained in drug
package inserts, which are largely based on the results of
phase 3 testing; its value includes designation of the
FDA-approved indications for use of a drug and summa-
ries of pharmacokinetics, contraindications, adverse reac-
tions, and recommended doses; some of this information
is not available in the scientific literature. Many common-
ly used drugs that are no longer patent-protected are not
covered by the PDR.

Several unbiased sources of information on the clinical
uses of drugs provide balanced and comparative data. All
recognize that the clinician’s legitimate use of a drug in a
particular patient is not limited by FDA-approved labeling
in the package insert. The Medical Letter (www.medlet-
ter.com) provides objective summaries in a biweekly
newsletter of scientific reports and consultants’ evalua-
tions of the safety, efficacy, and rationale for use of drugs.
The “Drug Therapy” section of the New England Journal
of Medicine provides timely evaluations of specific drugs
and areas of therapeutics. The United States Pharmacope-
ia Dispensing Information (USPDI) comes in two vol-
umes. One, Drug Information for the Health Care Profes-
sional, consists of drug monographs that contain clinically
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significant information aimed at minimizing the risks and
enhancing the benefits of drugs. Monographs are devel-
oped by USP staff and are reviewed by advisory panels
and other reviewers. The Advice for the Patient volume is
intended to reinforce, in lay language, the oral consulta-
tion with the physician and may be provided to the patient
in written form. Drug Facts and Comparisons also is
organized by pharmacological classes and is updated
monthly (online at www.factsandcomparisons.com). Infor-
mation in monographs is presented in a standard format
and incorporates FDA-approved information, which is
supplemented with current data obtained from the biomed-
ical literature. A useful feature is the comprehensive list of
preparations with a “Cost Index,” an index of the average
wholesale price for equivalent quantities of similar or
identical drugs. Other online resources that can bring data
to the practice setting include Epocrates (www2.epo-
crates.com) and UpToDate (www.uptodateonline.com).

Particularly helpful in obtaining a comprehensive over-
view of therapy for specific diseases are the guidelines
published by a number of professional organizations.
These can be accessed by judicious use of a search engine;
for example, a search for heart failure guidelines on Goo-
gle will yield the Web address for the American College
of Cardiology/American Heart Association Guidelines for
the Evaluation and Management of Chronic Heart Failure
in the Adult.

Industry promotion—in the form of direct-mail bro-
chures, journal advertising, displays, professional courte-
sies, or the detail person or pharmaceutical representa-
tive—is intended to be persuasive rather than educational.
The pharmaceutical industry cannot, should not, and
indeed does not purport to be responsible for the educa-
tion of physicians in the use of drugs.

More than 1500 medical journals are published regu-
larly in the United States. However, of the two to three
dozen medical publications with circulations in excess
of 70,000 copies, the great majority are sent to physi-
cians free of charge and paid for by the industry. In
addition, special supplements of some peer-reviewed
journals are entirely supported by a single drug manu-
facturer whose product is featured prominently and
described favorably. Objective journals that are not sup-
ported by drug manufacturers include Clinical Pharma-
cology and Therapeutics, which is devoted to original
articles that evaluate the actions and effects of drugs in
human beings, and Drugs, which publishes timely
reviews of individual drugs and drug classes. The New
England Journal of Medicine, Annals of Internal Medi-
cine, Journal of the American Medical Association,
Archives of Internal Medicine, British Medical Journal,
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Lancet, and Postgraduate Medicine offer timely thera-
peutic reports and reviews.

DRUG NOMENCLATURE

The existence of many names for each drug, even when the
names are reduced to a minimum, has led to a lamentable
and confusing situation in drug nomenclature. In addition to
its formal chemical name, a new drug is usually assigned a
code name by the pharmaceutical manufacturer. If the drug
appears promising and the manufacturer wishes to place it
on the market, a U.S. adopted name (USAN) is selected by
the USAN Council, which is jointly sponsored by the Amer-
ican Medical Association, the American Pharmaceutical
Association, and the United States Pharmacopeial Conven-
tion, Inc. This nonproprietary name often is referred to as
the generic name. If the drug is eventually admitted to the
United States Pharmacopeia (see below), the USAN
becomes the official name. However, the nonproprietary and
official names of an older drug may differ. Subsequently,
the drug also will be assigned a proprietary name, or trade-
mark, by the manufacturer. If more than one company mar-
kets the drug, then it may have several proprietary names. If
mixtures of the drug with other agents are marketed, each
such mixture also may have a separate proprietary name.

There is increasing worldwide adoption of the same
nonproprietary name for each therapeutic substance. For
newer drugs, the USAN is usually adopted for the nonpro-
prietary name in other countries, but this is not true for
older drugs. International agreement on drug names is
mediated through the World Health Organization and the
pertinent health agencies of the cooperating countries.

One area of continued confusion and ambiguity is the
designation of the stereochemical composition in the
name of a drug. The nonproprietary names usually give
no indication of the drug’s stereochemistry except for a
few drugs such as levodopa and dextroamphetamine.
Even the chemical names cited by the USAN Council
often are ambiguous. Physicians and other medical scien-
tists frequently are ignorant about drug stereoisomerism
and are likely to remain so until the system of nonpropri-
etary nomenclature incorporates stereoisomeric informa-
tion (Gal, 1988). This issue becomes especially important
when a drug’s different diastereomers produce different
pharmacologic effects, as is the case with labetalol, for
instance (see Chapters 10 and 32).

The nonproprietary or official name of a drug should
be used whenever possible, and such a practice has been
adopted in this textbook. The use of the nonproprietary
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name is clearly less confusing when the drug is available
under multiple proprietary names and when the nonpro-
prietary name more readily identifies the drug with its
pharmacological class. The facile argument for the propri-
etary name is that it is frequently more easily pronounced
and remembered as a result of advertising. For purposes
of identification, representative proprietary names, desig-
nated by SMALLCAP TYPE, appear throughout the text and
in the index. Not all proprietary names for drugs are
included because the number of proprietary names for a
single drug may be large and because proprietary names
differ from country to country.

The Drug Price Competition and Patent Term Restora-
tion Act of 1984 allows more generic versions of brand-
name drugs to be approved for marketing. When the phy-
sician prescribes drugs, the question arises as to whether
the nonproprietary name or a proprietary name should be
employed. A pharmacist may substitute a preparation that
is equivalent unless the physician indicates “no substitu-
tion” or specifies the manufacturer on the prescription. In
view of the preceding discussion on the individualization
of drug therapy, it is understandable why a physician who
has carefully adjusted the dose of a drug to a patient’s
individual requirements for chronic therapy may be reluc-
tant to surrender control over the source of the drug that
the patient receives (Burns, 1999). In the past, there was
concern that prescribing by nonproprietary name could
result in the patient’s receiving a preparation of inferior
quality or uncertain bioavailability; indeed, such thera-
peutic failures owing to decreased bioavailability have
been reported (Hendeles er al., 1993). To address this
issue, the FDA has established standards for bioavailabili-
ty and compiled information about the interchangeability
of drug products, which are published annually (Approved
Drug Products with Therapeutic Equivalence Evalua-
tions). Because of potential cost savings to the individual
patient and simplification of communication about drugs,
nonproprietary names should be used when prescribing
except for drugs with a low therapeutic index and known
differences in bioavailability among marketed products
(Hendeles et al., 1993).

DRUG DEVELOPMENT AND
ITS REGULATION

Drug Regulation

The history of drug regulation in the United States reflects
the growing involvement of governments in most coun-
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tries to ensure some degree of efficacy and safety in mar-
keted medicinal agents. The first legislation, the Federal
Food and Drug Act of 1906, was concerned with the
interstate transport of adulterated or misbranded foods
and drugs. There were no obligations to establish drug
efficacy and safety. This act was amended in 1938, after
the deaths of 105 children that resulted from the market-
ing of a solution of sulfanilamide in diethylene glycol, an
excellent but highly toxic solvent. The amended act, the
enforcement of which was entrusted to the FDA, was con-
cerned primarily with the truthful labeling and safety of
drugs. Toxicity studies, as well as approval of a new drug
application (NDA), were required before a drug could be
promoted and distributed. However, no proof of efficacy
was required, and extravagant claims for therapeutic indi-
cations were made commonly (Wax, 1995).

In this relatively relaxed atmosphere, research in basic
and clinical pharmacology burgeoned in industrial and
academic laboratories. The result was a flow of new
drugs, called “wonder drugs” by the lay press. Because
efficacy was not rigorously defined, a number of thera-
peutic claims could not be supported by data. The risk-to-
benefit ratio was seldom mentioned, but it emerged in
dramatic fashion early in the 1960s. At that time, thalido-
mide, a hypnotic with no obvious advantage over other
drugs in its class, was introduced in Europe. After a short
period, it became apparent that the incidence of a relative-
ly rare birth defect, phocomelia, was increasing. It soon
reached epidemic proportions, and retrospective epidemi-
ological research firmly established the causative agent to
be thalidomide taken early in the course of pregnancy.
The reaction to the dramatic demonstration of the terato-
genicity of a needless drug was worldwide. In the United
States, it resulted in the Harris-Kefauver Amendments to
the Food, Drug, and Cosmetic Act in 1962.

The Harris-Kefauver Amendments require sufficient
pharmacological and toxicological research in animals
before a drug can be tested in human beings. The data
from such studies must be submitted to the FDA in the
form of an application for an investigational new drug
(IND) before clinical studies can begin. Three phases of
clinical testing (see below) have evolved to provide the
data that are used to support an NDA. Proof of efficacy is
required, as is documentation of relative safety in terms of
the risk-to-benefit ratio for the disease entity to be treated.

To demonstrate efficacy, “adequate and well-controlled investi-
gations” must be performed. This generally has been interpreted to
mean two replicate clinical trials that are usually, but not always,
randomized, double-blind, and placebo-controlled. Safety is demon-
strated by having a sufficiently large database of patients/subjects
who have received the drug at the time of filing an NDA with the
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FDA for approval. As a result of these requirements, the number of
patients on the drug, the number of studies, the development cost,
and the time required for the clinical studies to complete the NDA
increased. The regulatory review time also increased as a result of
the mass and complexity of the data so that by 1990 the average
review time was approaching 3 years. This increased the inherent
tension that exists between the FDA, which is motivated to protect
the public health, and the drug developers, who are motivated to
market effective and profitable drugs. Competing pressures also
exist in the community, where medical practitioners and patient
activist groups have criticized the FDA for delaying approval,
whereas some “watchdog” groups criticize the FDA for allowing
drugs on the market that occasionally cause unexpected problems
after they are marketed. The FDA has the difficult task of balancing
the requirement that drugs be safe and effective and yet allowing
useful medications to be made available in a timely manner.
Beginning in the late 1980s with pressure from AIDS activists,
the FDA undertook a number of initiatives that have had profound
effects in streamlining the process of regulatory approval. These ini-
tiatives have all but eliminated the concern about the “drug lag,”
where drugs were available in other countries significantly sooner
than in the United States (Kessler et al., 1996). First, the FDA initi-
ated new “treatment” IND regulations that allow patients with life-
threatening diseases for which there is no satisfactory alternative
treatment to receive drugs for therapy prior to general marketing if
there is limited evidence of drug efficacy without unreasonable tox-
icity (Figure 5-5). Second, the agency has established expedited
reviews for drugs used to treat life-threatening diseases. Congress
has enacted the Prescription Drug User Fee Act, whereby the FDA
collects a fee from drug manufacturers that is to be used to help
fund the personnel required to speed the review process (Shulman
and Kaitin, 1996). Finally, the FDA is becoming involved more
actively in the drug development process in order to facilitate the
approval of drugs. A priority review system has been established for
drugs in new therapeutic classes and drugs for the treatment of life-
threatening or debilitating diseases. By working with the pharma-
ceutical industry throughout the period of clinical drug develop-
ment, the FDA attempts to reduce the time from submission of an
IND application to approval of an NDA. This streamlining process
is accomplished by the interactive design of well-planned, focused
clinical studies using validated surrogate markers or clinical end
points other than survival or irreversible morbidity. Sufficient data
then will be available earlier in the development process to allow a
risk-benefit analysis and a possible decision for approval. In some
cases, this system may reduce or obviate the need for phase 3 testing
prior to approval. Coupled with this expedited development process
is the requirement, when appropriate, for restricted distribution to
certain specialists or facilities and for postmarketing studies to
answer remaining issues of risks, benefits, and optimal uses of the
drug. If postmarketing studies are inadequate or demonstrate lack of
safety or clinical benefit, approval for the new drug may be with-
drawn. In 1997, these changes were codified in the FDA Modern-
ization Act (Suydam and Elder, 1999). As a result of these initia-
tives, the review time at the FDA has been reduced dramatically to a
period of less than 1 year, with an ultimate goal of 10 months.
Details of this act, which includes a variety of other initiatives, such
as those discussed earlier for pediatric drug development, are avail-
able on the Internet at www.fda.gov/opacom/7modact.html. These
new initiatives by the FDA are based on the assumption that society
is willing to accept unknown risks from drugs used to treat life-
threatening or debilitating diseases. Some worry that such shortcuts
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in the drug approval process will result in the release of drugs with-
out sufficient information to determine their utility and proper use.
A seemingly contradictory directive to the FDA also is contained in
the Food, Drug, and Cosmetic Act: The FDA cannot interfere with
the practice of medicine. Thus, once the efficacy of a new agent has
been proven in the context of acceptable toxicity, the drug can be
marketed. The physician then is allowed to determine its most
appropriate use. Physicians must realize that new drugs are inher-
ently more risky because of the relatively small amount of data
about their effects, yet there is no practical way to increase know-
ledge about a drug before it is marketed. Thus, a systematic method
for postmarketing surveillance is an indispensable requirement for
early optimization of drug use.

Before a drug can be marketed, a package insert for use by phy-
sicians must be prepared. This is a cooperative effort between the
FDA and the pharmaceutical company. The insert usually contains
basic pharmacological information, as well as essential clinical
information in regard to approved indications, contraindications,
precautions, warnings, adverse reactions, usual dosage, and avail-
able preparations. Promotional materials cannot deviate from infor-
mation contained in the insert.

One area in which the FDA does not have clear authority is in
the regulation of “dietary supplements,” including vitamins, miner-
als, proteins, and herbal preparations. Until 1994, the FDA regulated
such supplements as either food additives or drugs depending on the
substance and the indications that were claimed. However, in 1994,
Congress passed the Dietary Supplement Health and Education Act
(DSHEA), which weakened the authority of the FDA. The act
defined dietary supplement as a product intended to supplement the
diet that contains “(a) a vitamin; (b) a mineral; (c) an herb or other
botanical; (d) an amino acid; (e) a dietary substance for use by
humans to supplement the diet by increasing the total daily intake;
or (f) a concentrate, metabolite, constituent, extract or combination
of an ingredient described in clause (a), (b), (c), (d), or (e).” Such
products must be labeled as dietary supplement. The FDA does not
have the authority to require approval prior to marketing of such
supplements unless the supplements make specific claims relating to
the diagnosis, treatment, prevention, or cure of a disease. However,
the common conditions associated with natural states, such as preg-
nancy, menopause, aging, and adolescence, will not be treated as
diseases by the FDA. Treatment of hot flashes, symptoms of the
menstrual cycle, morning sickness associated with pregnancy, mild
memory problems associated with aging, hair loss, and noncystic
acne are examples of claims that can be made without prior FDA
approval. Also, health maintenance and other “nondisease” claims
such as “helps you relax” or “maintains a healthy circulation” are
allowed without approval. Many supplements with such claims are
labeled as follows: “This statement has not been evaluated by the
FDA. This product is not intended to diagnose, treat, cure, or pre-
vent any disease.” The FDA cannot remove such products from the
market unless it can prove that there is a “significant or unreason-
able risk of illness or injury” when the product is used as directed or
under normal conditions of use. It is the manufacturer’s responsibil-
ity to ensure that its products are safe.

As a result of the DSHEA legislation, a large number of unregu-
lated products that have not been demonstrated to be safe or effec-
tive are widely available. There have been several occasions where
such products have been associated with serious adverse effects or
have been shown to interact with prescription drugs (see Fugh-Ber-
man, 2000). Under these circumstances, the FDA can act, but the
burden is on the FDA to prove that the supplements are not safe.
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The presence of ephedrine in weight-loss supplements is a recent
case in point (see Chapter 10). In many ways, this situation is analo-
gous to the lack of regulation of drugs that existed before the 1938
disaster involving elixir of sulfanilamide (described earlier). Physi-
cians and patients alike should be aware of the lack of regulation of
dietary supplements. Adverse reactions or suspected interactions
with such substances should be reported to the FDA using the same
mechanisms as for adverse drug reactions (see below).

Drug Development

Understanding the process of drug development and real-
izing the type and limitations of the data that support the
efficacy and safety of a marketed product are necessary in
estimating the risk-to-benefit ratio of a new drug.

By the time an investigational new drug (IND) application has
been initiated and a drug reaches the stage of testing in humans, its
pharmacokinetic, pharmacodynamic, and toxic properties have been
evaluated in vivo in several species of animals in accordance with
regulations and guidelines published by the FDA. Although the
value of many requirements for preclinical testing is self-evident,
such as those that screen for direct toxicity to organs and character-
ize dose-related effects, the value of others is controversial, particu-
larly because of the well-known interspecies variation in the effects
of drugs.

Trials of drugs in human beings in the United States generally
are conducted in three phases, which must be completed before an
NDA can be submitted to the FDA for review; these are outlined in
Figure 5-7. Although assessment of risk is a major objective of
such testing, this is far more difficult than is the determination of
whether a drug is efficacious for a selected clinical condition. Usu-
ally about 2000 to 3000 carefully selected patients receive a new
drug during phase 3 clinical trials. At most, only a few hundred are
treated for more than 3 to 6 months regardless of the likely duration
of therapy that will be required in practice. Thus, the most profound
and overt risks that occur almost immediately after the drug is given
can be detected in a phase 3 study if they occur more often than
once per 100 administrations. Risks that are medically important
but delayed or less frequent than 1 in 1000 administrations may not
be revealed prior to marketing. Consequently, a number of unantici-
pated adverse and beneficial effects of drugs are detectable only
after the drug is used broadly. The same can be more convincingly
stated about most of the effects of drugs on children or the fetus,
where premarketing experimental studies are restricted. For these
reasons, many countries, including the United States, have estab-
lished systematic methods for the surveillance of the effects of
drugs after they have been approved for distribution (Brewer and
Colditz, 1999; see below).

Postmarketing Surveillance for Adverse Reactions

Because of the limitations in the capacity of the premarketing phase
of drug development to define uncommon but significant risks of
new drugs, postmarketing surveillance of drug usage is imperative
to detect such adverse effects.

Mechanism-based adverse drug reactions are relatively easily
predicted by preclinical and clinical pharmacology studies. For
idiosyncratic adverse reactions, current approaches to “safety
assessment,” preclinically and in clinical trials, are problematic.
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Figure 5-7. The phases of drug development in the United States.

The relative rarity of severe idiosyncratic reactions (e.g., severe
dermatological, hematological, or hepatological toxicities) presents
epidemiological ascertainment issues. In addition, it is clear that a
risk of 1 in 1000 is not distributed evenly across the population;
some patients, because of unique genetic or environmental factors,
are at an extremely high risk, whereas the remainder of the popula-
tion may be at low or no risk. In contrast to the human heterogene-
ity underlying idiosyncratic risk, the standard process of drug
development, particularly the preclinical safety assessment using
inbred healthy animals maintained in a defined environment on a
defined diet and manifesting predictable habits, limits the identifi-
cation of risk for idiosyncratic adverse drug reactions in the human
population. Understanding the genetic and environmental bases of

idiosyncratic adverse events holds the promise of assessing individ-
ual rather than population risk, thereby improving the overall safety
of pharmacotherapy.

Several strategies exist to detect adverse reactions after market-
ing of a drug, but debate continues about the most efficient and
effective method. Formal approaches for estimation of the magni-
tude of an adverse drug effect are the follow-up or cohort study of
patients who are receiving a particular drug, the case-control study,
where the frequency of drug use in cases of adverse reactions is
compared with controls, and meta-analyses of pre- and postmarket-
ing studies. Cohort studies can estimate the incidence of an adverse
reaction but cannot, for practical reasons, discover rare events. To
have any significant advantage over the premarketing studies, a
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cohort study must follow at least 10,000 patients who are receiving
the drug to detect with 95% confidence one event that occurs at a
rate of 1 in 3300, and the event can be attributed to the drug only if
it does not occur spontaneously in the control population. If the
adverse event occurs spontaneously in the control population, sub-
stantially more patients and controls must be followed to establish
the drug as the cause of the event (Strom and Tugwell, 1990). Meta-
analyses combine the data from several studies in an attempt to dis-
cern benefits or risks that are sufficiently uncommon that an indi-
vidual study lacks the power to discover them (Temple, 1999).
Case-control studies also can discover rare drug-induced events.
However, it may be difficult to establish the appropriate control
group (Feinstein and Horwitz, 1988), and a case-control study can-
not establish the incidence of an adverse drug effect. Furthermore,
the suspicion of a drug as a causative factor in a disease must be the
impetus for the initiation of such case-control studies.

The Key Role of the Clinician in Surveillance
for Adverse Reactions

Because of the shortcomings of cohort and case-control
studies and meta-analyses, additional approaches must be
used. Spontaneous reporting of adverse reactions has
proven to be an effective way to generate an early signal
that a drug may be causing an adverse event. It is the only
practical way to detect rare events, events that occur after
prolonged use of drug, adverse effects that are delayed in
appearance, and many drug—drug interactions. In the past
few years, considerable effort has gone into improving the
reporting system in the United States, which is now called
MEDWATCH (Brewer and Colditz, 1999). Still, the volun-
tary reporting system in the United States is deficient
compared with the legally mandated systems of the Unit-
ed Kingdom, Canada, New Zealand, Denmark, and Swe-
den. Most physicians feel that detecting adverse reactions
is a professional obligation, but relatively few actually
report such reactions. Many physicians are not aware that
the FDA has a reporting system for adverse drug reac-
tions, even though the system has been repeatedly publi-
cized in major medical journals.

The most important spontaneous reports are those that
describe serious reactions, whether they have been
described previously or not. Reports on newly marketed
drugs (within the past 5 years) are the most significant,
even though the physician may not be able to attribute a
causal role to a particular drug. The major use of this sys-
tem is to provide early warning signals of unexpected
adverse effects that can then be investigated by more for-
mal techniques. However, the system also serves to moni-
tor changes in the nature or frequency of adverse drug
reactions owing to aging of the population, changes in the
disease itself, or the introduction of new, concurrent ther-
apies. The primary sources for the reports are responsi-
ble, alert physicians; other potentially useful sources are
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nurses, pharmacists, and students in these disciplines. In
addition, hospital-based pharmacy and therapeutics com-
mittees and quality assurance committees frequently are
charged with monitoring adverse drug reactions in hospi-
talized patients, and reports from these committees should
be forwarded to the FDA. The simple forms for reporting
may be obtained 24 hours a day 7 days a week by calling
(800)-FDA-1088; alternatively, adverse reactions can be
reported directly on the Internet (www.fda.gov/med-
watch). Additionally, health professionals may contact the
pharmaceutical manufacturer, who is legally obligated to
file reports with the FDA. With this facile reporting sys-
tem, the clinician can serve as a vital sentinel in the detec-
tion of unexpected adverse reactions to drugs.
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The Autonomic and Somatic Motor Nervous Systems

Thomas C. Westfall and David P. Westfall

ANATOMY AND GENERAL FUNCTIONS
OF THE AUTONOMIC AND SOMATIC
MOTOR NERVOUS SYSTEMS

The autonomic nervous system, also called the viscer-
al, vegetative, or involuntary nervous system, is distrib-
uted widely throughout the body and regulates auto-
nomic functions that occur without conscious control.
In the periphery, it consists of nerves, ganglia, and
plexuses that innervate the heart, blood vessels, glands,
other visceral organs, and smooth muscle in various
tissues.

Differences between Autonomic and Somatic
Nerves. The efferent nerves of the involuntary system
supply all innervated structures of the body except skeletal
muscle, which is served by somatic nerves. The most distal
synaptic junctions in the autonomic reflex arc occur in gan-
glia that are entirely outside the cerebrospinal axis. These
ganglia are small but complex structures that contain axo-
dendritic synapses between preganglionic and postgangli-
onic neurons. Somatic nerves contain no peripheral ganglia,
and the synapses are located entirely within the cerebrospi-
nal axis. Many autonomic nerves form extensive peripheral
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plexuses, but such networks are absent from the somatic
system. Whereas motor nerves to skeletal muscles are
myelinated, postganglionic autonomic nerves generally are
nonmyelinated. When the spinal efferent nerves are inter-
rupted, the denervated skeletal muscles lack myogenic
tone, are paralyzed, and atrophy, whereas smooth muscles
and glands generally retain some level of spontaneous
activity independent of intact innervation.

Visceral Afferent Fibers. The afferent fibers from visceral struc-
tures are the first link in the reflex arcs of the autonomic system.
With certain exceptions, such as local axon reflexes, most visceral
reflexes are mediated through the central nervous system (CNS).
Information on the status of the visceral organs is transmitted
to the CNS through two main sensory systems: the cranial nerve
(parasympathetic) visceral sensory system and the spinal (sympa-
thetic) visceral afferent system (Saper, 2002). The cranial visceral
sensory system carries mainly mechanoreceptor and chemosensory
information, whereas the afferents of the spinal visceral system
principally convey sensations related to temperature and tissue
injury of mechanical, chemical, or thermal origin. Cranial visceral
sensory information enters the CNS via four cranial nerves: the
trigeminal (V), facial (VII), glossopharyngeal (IX), and vagus (X).
These four cranial nerves transmit visceral sensory information
from the internal face and head (V), tongue (taste, VII), hard pal-
ate and upper part of the oropharynx (IX), and carotid body, lower
part of the oropharynx, larynx, trachea, esophagus, and thoracic
and abdominal organs, with the exception of the pelvic viscera
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(X). The pelvic viscera are innervated by nerves from the second
through fourth sacral spinal segments.

The visceral afferents from these four cranial nerves terminate
topographically in the solitary tract nucleus (STN) (Altschuler et al.,
1989). The most massive site for termination of the fibers from the
STN is the parabrachial nucleus, which is thus the major relay sta-
tion. The parabrachial nucleus consists of at least 13 separate subnu-
clei, which in turn project extensively to a wide range of sites in the
brainstem, hypothalamus, basal forebrain, thalamus, and cerebral
cortex. Other direct projections from the STN also innervate these
brain structures.

Sensory afferents from visceral organs also enter the CNS via
the spinal nerves. Those concerned with muscle chemosensation
may arise at all spinal levels, whereas sympathetic visceral sensory
afferents generally arise at the thoracic levels where sympathetic
preganglionic neurons are found. Pelvic sensory afferents from spi-
nal segments S2—S4 enter at that level and are important for the reg-
ulation of sacral parasympathetic outflow. In general, visceral affer-
ents that enter the spinal nerves convey information concerned with
temperature as well as nociceptive visceral inputs related to
mechanical, chemical, and thermal stimulation. The primary path-
ways taken by ascending spinal visceral afferents are complex and
controversial (Saper, 2002). Most probably converge with musculo-
skeletal and cutaneous afferents and ascend via the spinothalamic
and spinoreticular tracts. Others ascend via the dorsal column. An
important feature of the ascending pathways is that they provide
collaterals that converge with the cranial visceral sensory pathway
at virtually every level (Saper, 2000). At the brainstem level, collat-
erals from the spinal system converge with the cranial nerve sensory
system in the STN, the ventrolateral medulla, and the parabrachial
nucleus. At the level of the forebrain, the spinal system appears to
form a posterolateral continuation of the cranial nerve visceral sen-
sory thalamus and cortex (Saper, 2000).

The neurotransmitters that mediate transmission from sensory
fibers have not been characterized unequivocally. Substance P and
calcitonin gene—related peptide, which are present in afferent senso-
ry fibers, in the dorsal root ganglia, and in the dorsal horn of the spi-
nal cord, are leading candidates for neurotransmitters that communi-
cate nociceptive stimuli from the periphery to the spinal cord and
higher structures. Other neuroactive peptides, including somatosta-
tin, vasoactive intestinal polypeptide (VIP), and cholecystokinin,
also have been found in sensory neurons (Lundburg, 1996; Hokfelt
et al., 2000), and one or more such peptides may play a role in the
transmission of afferent impulses from autonomic structures. Aden-
osine triphosphate (ATP) appears to be a neurotransmitter in certain
sensory neurons, including those that innervate the urinary bladder.
Enkephalins, present in interneurons in the dorsal spinal cord (with-
in an area termed the substantia gelatinosa), have antinociceptive
effects that appear to arise from presynaptic and postsynaptic
actions to inhibit the release of substance P and diminish the activity
of cells that project from the spinal cord to higher centers in the
CNS. The excitatory amino acids glutamate and aspartate also play
major roles in transmission of sensory responses to the spinal cord.

Central Autonomic Connections. There probably are no purely
autonomic or somatic centers of integration, and extensive overlap
occurs. Somatic responses always are accompanied by visceral
responses, and vice versa. Autonomic reflexes can be elicited at the
level of the spinal cord. They clearly are demonstrable in experi-
mental animals or humans with spinal cord transection and are man-
ifested by sweating, blood pressure alterations, vasomotor responses

to temperature changes, and reflex emptying of the urinary bladder,
rectum, and seminal vesicles. Extensive central ramifications of the
autonomic nervous system exist above the level of the spinal cord.
For example, integration of the control of respiration in the medulla
oblongata is well known. The hypothalamus and the STN generally
are regarded as principal loci of integration of autonomic nervous
system functions, which include regulation of body temperature,
water balance, carbohydrate and fat metabolism, blood pressure,
emotions, sleep, respiration, and reproduction. Signals are received
through ascending spinobulbar pathways, the limbic system, neostri-
atum, cortex, and to a lesser extent other higher brain centers. Stim-
ulation of the STN and the hypothalamus activates bulbospinal path-
ways and hormonal output to mediate autonomic and motor
responses (Andresen and Kunze, 1994) (see Chapter 12). The hypo-
thalamic nuclei that lie posteriorly and laterally are sympathetic in
their main connections, whereas parasympathetic functions evident-
ly are integrated by the midline nuclei in the region of the tuber
cinereum and by nuclei lying anteriorly.

The CNS can produce a wide range of patterned autonomic and
somatic responses from discrete activation of sympathetic or para-
sympathetic neurons to more generalized activation of these nerves
with highly integrated patterns of response. There are highly differ-
entiated patterns of activity during a wide range of physiological
conditions consistent with the need for modulation of different
organ functions. There is evidence for organotropical organization
of neuronal pools at multiple levels of the CNS that generate these
various patterns of sympathetic and parasympathetic responses. The
pattern generators at these different levels of the neuroaxis are often
organized in a hierarchical manner that allows individual response
or larger responses made up of multiple individual units.

As mentioned earlier, highly integrated patterns of response gen-
erally are organized at a hypothalamic level. These integrated pat-
terns of response involve autonomic, endocrine, and behavioral
components. On the other hand, more limited patterned responses
are organized at other levels of basal forebrain, brainstem, and spi-
nal cord.

Divisions of the Peripheral Autonomic System. On the
efferent side, the autonomic nervous system consists of
two large divisions: (1) the sympathetic or thoracolumbar
outflow and (2) the parasympathetic or craniosacral out-
flow. A brief outline of those anatomical features is nec-
essary for an understanding of the actions of autonomic
drugs.

The arrangement of the principal parts of the peripher-
al autonomic nervous system is presented schematically
in Figure 6-1. The neurotransmitter of all preganglionic
autonomic fibers, all postganglionic parasympathetic
fibers, and a few postganglionic sympathetic fibers is
acetylcholine (ACh). The adrenergic fibers comprise
the majority of the postganglionic sympathetic fibers;
here the transmitter is norepinephrine (noradrenaline,
levarterenol). The terms cholinergic and adrenergic were
proposed originally by Dale to describe neurons that liber-
ate ACh or norepinephrine, respectively. As noted earlier,
not all the transmitter(s) of the primary afferent fibers,
such as those from the mechano- and chemo-receptors of
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the carotid body and aortic arch, have been identified con-
clusively. Substance P and glutamate are thought to medi-
ate many afferent impulses; both are present in high con-
centrations in the dorsal spinal cord.

Sympathetic Nervous System. The cells that give rise to the pregan-
glionic fibers of this division lie mainly in the intermediolateral col-
umns of the spinal cord and extend from the first thoracic to the sec-
ond or third lumbar segment. The axons from these cells are carried
in the anterior (ventral) nerve roots and synapse, with neurons lying
in sympathetic ganglia outside the cerebrospinal axis. Sympathetic
ganglia are found in three locations: paravertebral, prevertebral, and
terminal.

The 22 pairs of paravertebral sympathetic ganglia form the lat-
eral chains on either side of the vertebral column. The ganglia are
connected to each other by nerve trunks and to the spinal nerves
by rami communicantes. The white rami are restricted to the seg-
ments of the thoracolumbar outflow; they carry the preganglionic
myelinated fibers that exit the spinal cord via the anterior spinal
roots. The gray rami arise from the ganglia and carry postgangli-
onic fibers back to the spinal nerves for distribution to sweat
glands and pilomotor muscles and to blood vessels of skeletal
muscle and skin. The prevertebral ganglia lie in the abdomen and
the pelvis near the ventral surface of the bony vertebral column
and consist mainly of the celiac (solar), superior mesenteric, aorti-
corenal, and inferior mesenteric ganglia. The terminal ganglia are
few in number, lie near the organs they innervate, and include gan-
glia connected with the urinary bladder and rectum and the cervi-
cal ganglia in the region of the neck. In addition, small intermedi-
ate ganglia lie outside the conventional vertebral chain, especially
in the thoracolumbar region. They are variable in number and
location but usually are in close proximity to the communicating
rami and the anterior spinal nerve roots.

Preganglionic fibers issuing from the spinal cord may synapse
with the neurons of more than one sympathetic ganglion. Their prin-
cipal ganglia of termination need not correspond to the original
level from which the preganglionic fiber exits the spinal cord. Many
of the preganglionic fibers from the fifth to the last thoracic segment
pass through the paravertebral ganglia to form the splanchnic
nerves. Most of the splanchnic nerve fibers do not synapse until
they reach the celiac ganglion; others directly innervate the adrenal
medulla (see below).

Postganglionic fibers arising from sympathetic ganglia innervate
visceral structures of the thorax, abdomen, head, and neck. The
trunk and the limbs are supplied by the sympathetic fibers in spinal
nerves, as described earlier. The prevertebral ganglia contain cell
bodies whose axons innervate the glands and smooth muscles of the
abdominal and the pelvic viscera. Many of the upper thoracic sym-
pathetic fibers from the vertebral ganglia form terminal plexuses,
such as the cardiac, esophageal, and pulmonary plexuses. The sym-
pathetic distribution to the head and the neck (vasomotor, pupillodi-
lator, secretory, and pilomotor) is via the cervical sympathetic chain
and its three ganglia. All postganglionic fibers in this chain arise
from cell bodies located in these three ganglia; all preganglionic
fibers arise from the upper thoracic segments of the spinal cord,
there being no sympathetic fibers that leave the CNS above the first
thoracic level.

The adrenal medulla and other chromaffin tissue are embryolog-
ically and anatomically similar to sympathetic ganglia; all are
derived from the neural crest. The adrenal medulla in humans and

many other species differs from sympathetic ganglia in that its prin-
cipal catecholamine is epinephrine (adrenaline), whereas norepi-
nephrine is released from postganglionic sympathetic fibers. The
chromaffin cells in the adrenal medulla are innervated by typical
preganglionic fibers that release ACh.

Parasympathetic Nervous System. The parasympathetic nervous sys-
tem consists of preganglionic fibers that originate in the CNS and
their postganglionic connections. The regions of central origin are
the midbrain, the medulla oblongata, and the sacral part of the spinal
cord. The midbrain, or tectal, outflow consists of fibers arising from
the Edinger—Westphal nucleus of the third cranial nerve and going
to the ciliary ganglion in the orbit. The medullary outflow consists
of the parasympathetic components of the seventh, ninth, and tenth
cranial nerves. The fibers in the seventh (facial) cranial nerve form
the chorda tympani, which innervates the ganglia lying on the sub-
maxillary and sublingual glands. They also form the greater superfi-
cial petrosal nerve, which innervates the sphenopalatine ganglion.
The autonomic components of the ninth (glossopharyngeal) cranial
nerve innervate the otic ganglia. Postganglionic parasympathetic
fibers from these ganglia supply the sphincter of the iris (pupillary
constrictor muscle), the ciliary muscle, the salivary and lacrimal
glands, and the mucous glands of the nose, mouth, and pharynx.
These fibers also include vasodilator nerves to these same organs.
The tenth (vagus) cranial nerve arises in the medulla and contains
preganglionic fibers, most of which do not synapse until they reach
the many small ganglia lying directly on or in the viscera of the tho-
rax and abdomen. In the intestinal wall, the vagal fibers terminate
around ganglion cells in the myenteric and submucosal plexuses.
Thus, preganglionic fibers are very long, whereas postganglionic
fibers are very short. The vagus nerve also carries a far greater num-
ber of afferent fibers (but apparently no pain fibers) from the viscera
into the medulla; the cell bodies of these fibers lie mainly in the
nodose ganglion.

The parasympathetic sacral outflow consists of axons that arise
from cells in the second, third, and fourth segments of the sacral
cord and proceed as preganglionic fibers to form the pelvic nerves
(nervi erigentes). They synapse in terminal ganglia lying near or
within the bladder, rectum, and sexual organs. The vagal and sacral
outflows provide motor and secretory fibers to thoracic, abdominal,
and pelvic organs, as indicated in Figure 6-1.

Enteric Nervous System. The processes of mixing, propulsion, and
absorption of nutrients in the GI tract are controlled locally
through a restricted part of the peripheral nervous system called
the enteric nervous system (ENS). The ENS is involved in sen-
sorimotor control and thus consists of both afferent sensory neu-
rons and a number of motor nerves and interneurons that are orga-
nized principally into two nerve plexuses: the myenteric
(Auerbach’s) plexus and the submucosal (Meissner’s) plexus. The
myenteric plexus, located between the longitudinal and circular
muscle layers, plays an important role in the contraction and relax-
ation of gastrointestinal smooth muscle (Kunze and Furness,
1999). The submucosal plexus is involved with secretory and
absorptive functions of the gastrointestinal epithelium, local blood
flow, and neuroimmune activities (Cooke, 1998). Although origi-
nally classified by Langley in the 1920s as a third division of the
autonomic nervous system, the ENS is actually comprised of com-
ponents of the sympathetic and parasympathetic nervous systems
and has sensory nerve connections through the spinal and nodose
ganglia (see Chapter 37).
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Parasympathetic input to the GI tract is excitatory; preganglionic
neurons in the vagus innervate the parasympathetic ganglia of the
enteric plexuses. Postganglionic sympathetic nerves also synapse with
the intramural enteric parasympathetic ganglia. Sympathetic nerve
activity induces relaxation primarily by inhibiting the release of ACh
from the preganglionic ganglia (Broadley, 1996).

The intrinsic primary afferent neurons are present in both the
myenteric and submucosal plexuses. They respond to luminal chem-
ical stimuli, to mechanical deformation of the mucosa, and to stretch
(Costa et al., 2000). The nerve endings of the primary afferent neu-
rons can be activated by a number of endogenous substances (e.g.,
serotonin) arising from enterochromaffin cells in the wall of the gut
or possibly from serotonergic nerves.

The muscle layers of the GI tract are dually innervated by excita-
tory and inhibitory motor neurons whose cell bodies are in the gut
wall (Kunze and Furness, 1999). ACh, in addition to being the trans-
mitter of parasympathetic nerves to the ENS, is the primary excitatory
transmitter acting on nicotinic acetylcholine receptors (nAChRs) in
ascending intramural pathways. Pharmacological blockade of cholin-
ergic neurotransmission, however, does not completely abolish this
excitatory transmission because tachykinin cotransmitters, such as
substance P and neurokinin A, are coreleased with ACh and contrib-
ute to the excitatory response (Costa et al., 1996). Although ACh also
may play a role in descending motor pathways, another important
excitatory neurotransmitter in such pathways is ATP acting through
P2X receptors (Galligan, 2002).

-

Figure 6—=1. The autonomic nervous system. Schematic rep-
resentation of the autonomic nerves and effector organs based on
chemical mediation of nerve impulses. Blue, cholinergic; gray,
adrenergic; dotted blue, visceral afferent; solid lines, pregangli-
onic; broken lines, postganglionic. In the upper rectangle at the
right are shown the finer details of the ramifications of adrener-
gic fibers at any one segment of the spinal cord, the path of the
visceral afferent nerves, the cholinergic nature of somatic motor
nerves to skeletal muscle, and the presumed cholinergic nature
of the vasodilator fibers in the dorsal roots of the spinal nerves.
The asterisk (*) indicates that it is not known whether these
vasodilator fibers are motor or sensory or where their cell bodies
are situated. In the lower rectangle on the right, vagal pregangli-
onic (solid blue) nerves from the brainstem synapse on both
excitatory and inhibitory neurons found in the myenteric plexus.
A synapse with a postganglionic cholinergic neuron (blue with
varicosities) gives rise to excitation, whereas synapses with puri-
nergic, peptide (VIP), or an NO-generating neuron (black with
varicosities) lead to relaxation. Sensory nerves (dotted blue
lines) originating primarily in the mucosal layer send afferent
signals to the CNS but often branch and synapse with ganglia in
the plexus. Their transmitter is substance P or other tachykinins.
Other interneurons (white) contain serotonin and will modulate
intrinsic activity through synapses with other neurons eliciting
excitation or relaxation (black). Cholinergic, adrenergic, and
some peptidergic neurons pass through the circular smooth mus-
cle to synapse in the submucosal plexus or terminate in the
mucosal layer, where their transmitter may stimulate or inhibit
gastrointestinal secretion.

Similar to excitatory intramural neurons, inhibitory neurons of
the ENS exhibit a variety of transmitters and cotransmitters, includ-
ing nitric oxide (NO), ATP acting on P2Y receptors, VIP, and pitu-
itary adenylyl cyclase—activating peptide (PACAP) (Kunze and Fur-
ness, 1999). NO seems to be the primary inhibitory transmitter
(Stark and Szurszewski, 1992).

The interstitial cells of Cajal (ICC) are one component of the
excitatory and inhibitory pathways in the GI tract. These cells
appear to relay signals from the nerves to the smooth muscle cells to
which they are electrically coupled. The ICC have receptors for both
the inhibitory transmitter NO and the excitatory tachykinins. Dis-
ruption of the ICC impairs excitatory and inhibitory neurotransmis-
sion (Horowitz et al., 1999).

Differences among Sympathetic, Parasympathetic,
and Motor Nerves. The sympathetic system is distribut-
ed to effectors throughout the body, whereas parasympa-
thetic distribution is much more limited. Furthermore, the
sympathetic fibers ramify to a much greater extent. A
preganglionic sympathetic fiber may traverse a consider-
able distance of the sympathetic chain and pass through
several ganglia before it finally synapses with a postgan-
glionic neuron; also, its terminals make contact with a
large number of postganglionic neurons. In some ganglia,
the ratio of preganglionic axons to ganglion cells may be
1:20 or more. This organization permits a diffuse dis-
charge of the sympathetic system. In addition, synaptic
innervation overlaps, so one ganglion cell may be sup-
plied by several preganglionic fibers.

The parasympathetic system, in contrast, has terminal
ganglia very near or within the organs innervated and
thus is more circumscribed in its influences. In some
organs, a 1:1 relationship between the number of pregan-
glionic and postganglionic fibers has been suggested, but
the ratio of preganglionic vagal fibers to ganglion cells in
the myenteric plexus has been estimated as 1:8000.
Hence this distinction between the two systems does not
apply to all sites.

The cell bodies of somatic motor neurons reside in the
ventral horn of the spinal cord; the axon divides into
many branches, each of which innervates a single muscle
fiber, so more than 100 muscle fibers may be supplied by
one motor neuron to form a motor unit. At each neuro-
muscular junction, the axonal terminal loses its myelin
sheath and forms a terminal arborization that lies in appo-
sition to a specialized surface of the muscle membrane,
termed the motor end plate. Mitochondria and a collection
of synaptic vesicles are concentrated at the nerve termi-
nal. Through trophic influences of the nerve, those cell
nuclei in the multinucleated skeletal muscle cell lying in
close apposition to the synapse acquire the capacity to
activate specific genes that express synapse-localized pro-
teins (Hall and Sanes, 1993; Sanes and Lichtman, 1999).
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Details of Innervation. The terminations of the postganglionic auto-
nomic fibers in smooth muscle and glands form a rich plexus, or ter-
minal reticulum. The terminal reticulum (sometimes called the auto-
nomic ground plexus) consists of the final ramifications of the
postganglionic sympathetic, parasympathetic, and visceral afferent
fibers, all of which are enclosed within a frequently interrupted
sheath of satellite or Schwann cells. At these interruptions, varicosi-
ties packed with vesicles are seen in the efferent fibers. Such vari-
cosities occur repeatedly but at variable distances along the course
of the ramifications of the axon.

“Protoplasmic bridges” occur between the smooth muscle fibers
themselves at points of contact between their plasma membranes.
They are believed to permit the direct conduction of impulses from
cell to cell without the need for chemical transmission. These struc-
tures have been termed nexuses, or tight junctions, and they enable
the smooth muscle fibers to function as a syncytial unit.

Sympathetic ganglia are extremely complex anatomically and
pharmacologically (see Chapter 9). The preganglionic fibers lose
their myelin sheaths and divide repeatedly into a vast number of end
fibers with diameters ranging from 0.1 to 0.3 um; except at points of
synaptic contact, they retain their satellite cell sheaths. The vast
majority of synapses are axodendritic. Apparently, a given axonal
terminal may synapse with one or more dendritic processes.

Responses of Effector Organs to Autonomic Nerve
Impulses. From the responses of the various effector
organs to autonomic nerve impulses and the knowledge of
the intrinsic autonomic tone, one can predict the actions
of drugs that mimic or inhibit the actions of these nerves.
In most instances, the sympathetic and parasympathetic
neurotransmitters can be viewed as physiological or func-
tional antagonists. If one neurotransmitter inhibits a cer-
tain function, the other usually augments that function.
Most viscera are innervated by both divisions of the auto-
nomic nervous system, and the level of activity at any
moment represents the integration of influences of the two
components. Despite the conventional concept of antago-
nism between the two portions of the autonomic nervous
system, their activities on specific structures may be
either discrete and independent or integrated and interde-
pendent. For example, the effects of sympathetic and
parasympathetic stimulation of the heart and the iris show
a pattern of functional antagonism in controlling heart rate
and pupillary aperture, respectively, whereas their actions
on male sexual organs are complementary and are inte-
grated to promote sexual function. The control of periph-
eral vascular resistance is primarily, but not exclusively,
due to sympathetic control of arteriolar resistance. The
effects of stimulating the sympathetic and parasympathet-
ic nerves to various organs, visceral structures, and effec-
tor cells are summarized in Table 6-1.

General Functions of the Autonomic Nervous Sys-
tem. The integrating action of the autonomic nervous
system is of vital importance for the well-being of the

organism. In general, the autonomic nervous system regu-
lates the activities of structures that are not under volun-
tary control and that function below the level of con-
sciousness. Thus, respiration, circulation, digestion, body
temperature, metabolism, sweating, and the secretions of
certain endocrine glands are regulated, in part or entirely,
by the autonomic nervous system. Thus, the autonomic
nervous system in the primary regulator of the constancy
of the internal environment of the organism.

The sympathetic system and its associated adrenal
medulla are not essential to life in a controlled environ-
ment, but the lack of sympatho-adrenal functions becomes
evident under circumstances of stress. Body temperature
cannot be regulated when environmental temperature
varies; the concentration of glucose in blood does not
rise in response to urgent need; compensatory vascular
responses to hemorrhage, oxygen deprivation, excite-
ment, and exercise are lacking; resistance to fatigue is
lessened; sympathetic components of instinctive reac-
tions to the external environment are lost; and other seri-
ous deficiencies in the protective forces of the body are
discernible.

The sympathetic system normally is continuously
active; the degree of activity varies from moment to
moment and from organ to organ. In this manner, adjust-
ments to a constantly changing environment are accom-
plished. The sympathoadrenal system also can discharge
as a unit. This occurs particularly during rage and fright,
when sympathetically innervated structures over the
entire body are affected simultaneously. Heart rate is
accelerated; blood pressure rises; red blood cells are
poured into the circulation from the spleen (in certain
species); blood flow is shifted from the skin and
splanchnic region to the skeletal muscles; blood glucose
rises; the bronchioles and pupils dilate; and the organism
is better prepared for “fight or flight.” Many of these
effects result primarily from or are reinforced by the
actions of epinephrine secreted by the adrenal medulla
(see below). In addition, signals are received in higher
brain centers to facilitate purposeful responses or to
imprint the event in memory.

The parasympathetic system is organized mainly for
discrete and localized discharge. Although it is con-
cerned primarily with conservation of energy and main-
tenance of organ function during periods of minimal
activity, its elimination is not compatible with life. Sec-
tioning the vagus, for example, soon gives rise to pulmo-
nary infection because of the inability of cilia to remove
irritant substances from the respiratory tract. The para-
sympathetic system slows the heart rate, lowers the
blood pressure, stimulates gastrointestinal movements



Table 6-1

Responses of Effector Organs to Autonomic Nerve Impulses

ORGAN SYSTEM

Eye
Radial muscle, iris
Sphincter muscle, iris

Ciliary muscle

Lacrimal glands
Heart*
Sinoatrial node

Atria

Atrioventricular node

His—Purkinje system

Ventricle

Blood vessels
(Arteries and
arterioles)?
Coronary
Skin and mucosa
Skeletal muscle
Cerebral
Pulmonary
Abdominal viscera
Salivary glands
Renal
(Veins)?
Endothelium

Lung
Tracheal and bronchi-
al smooth muscle
Bronchial glands

Stomach
Motility and tone
Sphincters
Secretion

SYMPATHETIC EFFECT®

Contraction (mydriasis)++

Relaxation for far vision*
Secretion+
Increase in heart rate++

Increase in contractility and
conduction velocity++

Increase in automaticity and
conduction velocity++

Increase in automaticity and
conduction velocity

Increase in contractility,
conduction velocity,
automaticity and rate of
idioventricular pacemak-
ers+++

Constriction+; dilation®++
Constriction+++
Constriction; dilation®/++
Constriction (slight)
Constriction+; dilation
Constriction +++; dilation +
Constriction+++
Constriction++; dilation++
Constriction; dilation

Relaxation

Decreased secretion,
increased secretion

Decrease (usually)+
Contraction (usually)+
Inhibition

ADRENERGIC
RECEPTOR TYPE®

B,

B> B,
B> B,

B> B

B> B,
B> B,

o, &3 B
o, 0

a; B

o

a; B

a; B

o, 0

o o; B, By
o, &3 B

B,

o
B,
oy, 0, By, By

o
o
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PARASYMPATHETIC
EFFECT?

Contraction
(miosis)+++

Contraction for near
vision+++

Secretion+++

Decrease in heart
rate+++
Decrease in contractil-
ity++ and short-
ened AP duration
Decrease in conduc-
tion velocity;
AV block+++
Little effect

Slight decrease in con-
tractility

No innervation”
No innervation”
Dilation” (?)

No innervation”
No innervation”
No innervation”
Dilation++

No innervation”

Activation of NO syn-
thase”

Contraction
Stimulation
Increase’+++

Relaxation (usually)+
Stimulation++

CHOLINERGIC
RECEPTOR TYPE?

M

M

M

M

M

M

M

M

3 Mz
3> MZ
3 Mz
, >> M,

, >> M,

, >> M,

, >> M,

, >> M,

(Continued)
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Pineal glands
Posterior pituitary

Melanton synthesis
Antidiuretic secretion

Table 6-1
Responses of Effector Organs to Autonomic Nerve Impulses (Continued)
ADRENERGIC PARASYMPATHETIC CHOLINERGIC
ORGAN SYSTEM SYMPATHETIC EFFECT® RECEPTOR TYPE?  EFFECT? RECEPTOR TYPE?
Intestine
Motility and tone Decrease/'+ oy, 0, B, B, Increase’+++ M;, M,
Sphincters Contraction+ o, Relaxation (usually)+ M;, M,
Secretion Inhibition o, Stimulation++ M;, M,
Gallbladder and ducts ~ Relaxation+ B, Contraction+ M
Kidney
Renin secretion Decrease+; increase++ oy; By No innervation —
Urinary bladder
Detrusor Relaxation+ B, Contraction+++ M;>M,
Trigone and sphincter ~Contraction++ o, Relaxation++ M;>M,
Ureter
Motility and tone Increase o, Increase (?) M
Uterus Pregnant contraction; o
Relaxation B, Variable/ M
Nonpregnant relaxation B,
Sex organs, male Ejaculation+++ o, Erection+++ M,
Skin
Pilomotor muscles Contraction++ o,
Sweat glands Localized secretion*++ o,
Generalized secretion+++ M;, M,
Spleen capsule Contraction+++ Q — —
Relaxation+ B, —
Adrenal medulla —
Secretion of epinephrine and N (o),(Bp; M
norepinephrine (secondarily)
Skeletal muscle Increased contractility; gly- B, — —
cogenolysis; K* uptake
Liver Glycogenolysis and gluco- o, — —
neogenesis+++ B,
Pancreas o
Acini Decreased secretion® o Secretion™ M;, M,
Islets (S cells) Decreased secretion*** o, —
Increased secretion® B,
Fat cells' Lipolysis+++; — —
(thermogenesis) oy, B, By, By
Inhibition of lipolysis o,
Salivary glands K* and water secretion+ Q K* and water M;, M,
secretion+++
Nasopharyngeal glands — Secretion++ M;, M,

(Continued)
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Table 6-1
Responses of Effector Organs to Autonomic Nerve Impulses (Continued)
ADRENERGIC PARASYMPATHETIC CHOLINERGIC
ORGAN SYSTEM SYMPATHETIC EFFECT® RECEPTOR TYPE®  EFFECT? RECEPTOR TYPE?
Autonomic nerve endings
Sympathetic terminals
Autoreceptor Inhibition of NE release Ohp > O (OhR)
Heteroreceptor — Inhibition of NE M,, M,
release
Parasympathetic —
terminal
Autoreceptor Inhibition of ACh M,, M,
release
Heteroreceptor Inhibition ACh release O > O

“Responses are designated + to +++ to provide an approximate indication of the importance of sympathetic and parasympathetic nerve activity in the
control of the various organs and functions listed. Adrenergic receptors: ¢;, @, and subtypes thereof; f3;, 3,, B;. Cholinergic receptors: nicotinic (N);
muscarinic (M), with subtypes 1—4. The receptor subtypes are described more fully in Chapters 7 and 10 and in Tables 62, 6-3 and 6-8. When a
designation of subtype is not provided, the nature of the subtype has not been determined, unequivocally. Only the principal receptor subtypes are
shown. Transmitters other than acetylcholine and norepinephrine contribute to many of the responses. “In the human heart, the ration of f, to f3, is
about 3:2 in atria and 4:1 in ventricles. While M, receptors predominate, M receptors are also present (Wang et al., 2004). “The predominant ¢,
receptor subtype in most blood vessels (both arteries and veins) is ¢, , (see Table 6-8), although other ¢, subtypes are present in specific blood ves-
sels. The o, is the predominant subtype in the aorta (Michelotti et al., 2000). “Dilation predominates in situ owing to metabolic autoregulatory mech-
anisms. /Over the usual concentration range of physiologically released circulating epinephrine, the -receptor response (vasodilation) predominates
in blood vessels of skeletal muscle and liver; o~receptor response (vasoconstriction) in blood vessels of other abdominal viscera. The renal and mesen-
teric vessels also contain specific dopaminergic receptors whose activation causes dilation (see review by Goldberg ef al., 1978). ¢Sympathetic cholin-
ergic neurons cause vasodilation in skeletal muscle beds, but this is not involved in most physiological responses. "The endothelium of most blood
vessels releases NO, which causes vasodilation in response to muscarinic stimuli. However, unlike the receptors innervated by sympathetic cholin-
ergic fibers in skeletal muscle blood vessels, these muscarinic receptors are not innervated and respond only to exogenously added muscarinic ago-
nists in the circulation. ‘While adrenergic fibers terminate at inhibitory S-receptors on smooth muscle fibers and at inhibitory ¢-receptors on parasym-
pathetic (cholinergic) excitatory ganglion cells of the myenteric plexus, the primary inhibitory response is mediated via enteric neurons through NO,
P2Y receptors, and peptide receptors. /Uterine responses depend on stages of menstrual cycle, amount of circulating estrogen and progesterone, and
other factors. “Palms of hands and some other sites (“adrenergic sweating”). ‘There is significant variation among species in the receptor types that
mediate certain metabolic responses. All three 8 adrenergic receptors have been found in human fat cells. Activation of f3; adrenergic receptors pro-
duces a vigorous thermogenic response as well as lipolysis. The significance is unclear. Activation of 8 adrenergic receptors also inhibits leptin
release from adipose tissue.

and secretions, aids absorption of nutrients, protects the
retina from excessive light, and empties the urinary
bladder and rectum. Many parasympathetic responses
are rapid and reflexive in nature.

NEUROTRANSMISSION

Nerve impulses elicit responses in smooth, cardiac, and
skeletal muscles, exocrine glands, and postsynaptic neu-
rons by liberating specific chemical neurotransmitters.
The processes are presented in some detail because an
understanding of the chemical mediation of nerve impuls-

es provides the framework for our knowledge of the
mechanism of action of drugs at these sites.

Historical Aspects

The earliest concrete proposal of a neurohumoral mechanism was
made shortly after the turn of the twentieth century. Lewandowsky
and Langley independently noted the similarity between the effects
of injection of extracts of the adrenal gland and stimulation of sym-
pathetic nerves. A few years later, in 1905, T. R. Elliott, while a stu-
dent with Langley at Cambridge, England, postulated that sympa-
thetic nerve impulses release minute amounts of an epinephrine-like
substance in immediate contact with effector cells. He considered
this substance to be the chemical step in the process of transmission.
He also noted that long after sympathetic nerves had degenerated,
the effector organs still responded characteristically to the hormone
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of the adrenal medulla. In 1905, Langley suggested that effector
cells have excitatory and inhibitory “receptive substances” and that
the response to epinephrine depended on which type of substance
was present. In 1907, Dixon, impressed by the correspondence
between the effects of the alkaloid muscarine and the responses to
vagal stimulation, advanced the concept that the vagus nerve liberat-
ed a muscarine-like substance that acted as a chemical transmitter of
its impulses. In the same year, Reid Hunt described the actions of
ACh and other choline esters. In 1914, Dale investigated the phar-
macological properties of ACh and other choline esters and distin-
guished its nicotine-like and muscarine-like actions. Intrigued with
the remarkable fidelity with which this drug reproduced the respons-
es to stimulation of parasympathetic nerves, he introduced the term
parasympathomimetic to characterize its effects. Dale also noted the
brief duration of action of this chemical and proposed that an
esterase in the tissues rapidly splits ACh to acetic acid and choline,
thereby terminating its action.

The studies of Loewi, begun in 1921, provided the first direct
evidence for the chemical mediation of nerve impulses by the
release of specific chemical agents. Loewi stimulated the vagus
nerve of a perfused (donor) frog heart and allowed the perfusion
fluid to come in contact with a second (recipient) frog heart used as
a test object. The recipient frog heart was found to respond, after a
short lag, in the same way as the donor heart. It thus was evident
that a substance was liberated from the first organ that slowed the
rate of the second. Loewi referred to this chemical substance as
Vagusstoff (“vagus substance,” “parasympathin”); subsequently, Loewi
and Navratil presented evidence to identify it as ACh. Loewi also
discovered that an accelerator substance similar to epinephrine and
called Acceleranstoff was liberated into the perfusion fluid in sum-
mer, when the action of the sympathetic fibers in the frog’s vagus, a
mixed nerve, predominated over that of the inhibitory fibers. Feld-
berg and Krayer demonstrated in 1933 that the cardiac “vagus sub-
stance” also is ACh in mammals.

In addition to its role as the transmitter of all postganglionic
parasympathetic fibers and of a few postganglionic sympathetic
fibers, ACh has been shown to function as a neurotransmitter in
three additional classes of nerves: preganglionic fibers of both the
sympathetic and the parasympathetic systems, motor nerves to skel-
etal muscle, and certain neurons within the CNS.

In the same year as Loewi’s discovery, Cannon and Uridil
reported that stimulation of the sympathetic hepatic nerves resulted
in the release of an epinephrine-like substance that increased blood
pressure and heart rate. Subsequent experiments firmly established
that this substance is the chemical mediator liberated by sympathetic
nerve impulses at neuroeffector junctions. Cannon called this sub-
stance “sympathin.” In many of its pharmacological and chemical
properties, “sympathin” closely resembled epinephrine but also dif-
fered in certain important respects. As early as 1910, Barger and
Dale noted that the effects of sympathetic nerve stimulation were
reproduced more closely by the injection of sympathomimetic pri-
mary amines than by that of epinephrine or other secondary amines.
The possibility that demethylated epinephrine (norepinephrine)
might be “sympathin” had been advanced repeatedly, but definitive
evidence for its being the sympathetic nerve mediator was not
obtained until specific assays were developed for the determination
of sympathomimetic amines in extracts of tissues and body fluids.
In 1946, von Euler found that the sympathomimetic substance in
highly purified extracts of bovine splenic nerve resembled norepi-
nephrine by all criteria used. Norepinephrine is the predominant
sympathomimetic substance in the postganglionic sympathetic

nerves of mammals and is the adrenergic mediator liberated by their
stimulation. Norepinephrine, its immediate precursor dopamine, and
epinephrine also are neurotransmitters in the CNS (see Chapter 12).

Evidence for Neurohumoral Transmission

The concept of neurohumoral transmission or chemical neurotrans-
mission was developed primarily to explain observations relating to
the transmission of impulses from postganglionic autonomic fibers
to effector cells. Evidence supporting this concept includes (1) dem-
onstration of the presence of a physiologically active compound and
its biosynthetic enzymes at appropriate sites; (2) recovery of the
compound from the perfusate of an innervated structure during peri-
ods of nerve stimulation but not (or in greatly reduced amounts) in
the absence of stimulation; (3) demonstration that the compound is
capable of producing responses identical to responses to nerve stim-
ulation; and (4) demonstration that the responses to nerve stimula-
tion and to the administered compound are modified in the same
manner by various drugs, usually competitive antagonists.

While these criteria are applicable for most neurotransmitters,
including norepinephrine and ACh, there now are exceptions to
these general rules. For instance, NO has been found to be a neu-
rotransmitter in nonadrenergic, noncholinergic neurons in the
periphery, in the ENS, and in the CNS. However, NO is not stored
in neurons and released by exocytosis. Rather, it is synthesized
when needed and readily diffuses across membranes.

Chemical rather than electrogenic transmission at autonomic
ganglia and the neuromuscular junction of skeletal muscle was not
generally accepted for a considerable period because techniques
were limited in time and chemical resolution. Techniques of intra-
cellular recording and microiontophoretic application of drugs, as
well as sensitive analytical assays, have overcome these limitations.

Neurotransmission in the peripheral and central nervous systems
once was believed to conform to the hypothesis that each neuron
contains only one transmitter substance. However, peptides such as
enkephalin, substance P, neuropeptide Y, VIP, and somatostatin;
purines such as ATP and adenosine; and small molecules such as
NO have been found in nerve endings. These substances can depo-
larize or hyperpolarize nerve terminals or postsynaptic cells. Fur-
thermore, results of histochemical, immunocytochemical, and auto-
radiographic studies have demonstrated that one or more of these
substances is present in the same neurons that contain one of the
classical biogenic amine neurotransmitters (Bartfai et al, 1988;
Lundberg et al., 1996). For example, enkephalins are found in post-
ganglionic sympathetic neurons and adrenal medullary chromaffin
cells. VIP is localized selectively in peripheral cholinergic neurons
that innervate exocrine glands, and neuropeptide Y is found in sym-
pathetic nerve endings. These observations suggest that synaptic
transmission in many instances may be mediated by the release of
more than one neurotransmitter (see below).

Steps Involved in Neurotransmission

The sequence of events involved in neurotransmission is
of particular importance because pharmacologically active
agents modulate the individual steps.

The term conduction is reserved for the passage of an impulse
along an axon or muscle fiber; transmission refers to the passage of
an impulse across a synaptic or neuroeffector junction. With the
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exception of the local anesthetics, very few drugs modify axonal
conduction in the doses employed therapeutically. Hence this pro-
cess is described only briefly.

Axonal Conduction. Current knowledge of axonal conduction stems
largely from the work of Hodgkin and Huxley.

At rest, the interior of the typical mammalian axon is approxi-
mately 70 mV negative to the exterior. The resting potential is
essentially a diffusion potential based chiefly on the 40 times higher
concentration of K* in the axoplasm as compared with the extracel-
lular fluid and the relatively high permeability of the resting axonal
membrane to K*. Na* and CI~ are present in higher concentrations in
the extracellular fluid than in the axoplasm, but the axonal mem-
brane at rest is considerably less permeable to these ions; hence
their contribution to the resting potential is small. These ionic gradi-
ents are maintained by an energy-dependent active transport mecha-
nism, the Na*K*-ATPase (see Hille, 1992; Hille et al., 1999).

In response to depolarization to a threshold level, an action
potential or nerve impulse is initiated at a local region of the mem-
brane. The action potential consists of two phases. Following a
small gating current resulting from depolarization inducing an open
conformation of the channel, the initial phase is caused by a rapid
increase in the permeability of Na* through voltage-sensitive Na*
channels. The result is inward movement of Na* and a rapid depo-
larization from the resting potential, which continues to a positive
overshoot. The second phase results from the rapid inactivation of
the Na* channel and the delayed opening of a K* channel, which
permits outward movement of K* to terminate the depolarization.
Inactivation appears to involve a voltage-sensitive conformational
change in which a hydrophobic peptide loop physically occludes the
open channel at the cytoplasmic side. Although not important in
axonal conduction, Ca®* channels in other tissues (e.g., L-type Ca%*
channels in heart) contribute to the action potential by prolonging
depolarization by an inward movement of Ca®*. This influx of Ca**
also serves as a stimulus to initiate intracellular events (Hille, 1992;
Catterall, 2000).

The transmembrane ionic currents produce local circuit cur-
rents around the axon. As a result of such localized changes in
membrane potential, adjacent resting channels in the axon are acti-
vated, and excitation of an adjacent portion of the axonal mem-
brane occurs. This brings about propagation of the action potential
without decrement along the axon. The region that has undergone
depolarization remains momentarily in a refractory state. In myeli-
nated fibers, permeability changes occur only at the nodes of Ran-
vier, thus causing a rapidly progressing type of jumping, or salta-
tory, conduction. The puffer fish poison fetrodotoxin and a close
congener found in some shellfish, saxitoxin, selectively block
axonal conduction; they do so by blocking the voltage-sensitive
Na* channel and preventing the increase in Na* permeability asso-
ciated with the rising phase of the action potential. In contrast,
batrachotoxin, an extremely potent steroidal alkaloid secreted by a
South American frog, produces paralysis through a selective
increase in permeability of the Na* channel, which induces a per-
sistent depolarization. Scorpion toxins are peptides that also cause
persistent depolarization, but they do so by inhibiting the inactiva-
tion process (see Catterall, 2000). Na* and Ca®* channels are dis-
cussed in more detail in Chapters 14, 31, and 34.

Junctional Transmission. The arrival of the action poten-
tial at the axonal terminals initiates a series of events that

trigger transmission of an excitatory or inhibitory impulse
across the synapse or neuroeffector junction. These events,
diagrammed in Figure 6-2, are:

1. Storage and release of the transmitter. The non-
peptide (small molecule) neurotransmitters are largely
synthesized in the region of the axonal terminals and
stored there in synaptic vesicles. Peptide neurotransmit-
ters (or precursor peptides) are found in large dense-
core vesicles that are transported down the axon from
their site of synthesis in the cell body. During the rest-
ing state, there is a continual slow release of isolat-
ed quanta of the transmitter; this produces electrical
responses at the postjunctional membrane [miniature
end-plate potentials (mepps)] that are associated with
the maintenance of physiological responsiveness of the
effector organ. A low level of spontaneous activity
within the motor units of skeletal muscle is particularly
important because skeletal muscle lacks inherent tone.
The action potential causes the synchronous release of
several hundred quanta of neurotransmitter. Depolariza-
tion of the axonal terminal triggers this process; a criti-
cal step in most but not all nerve endings is the influx of
Ca?*, which enters the axonal cytoplasm and promotes
fusion between the axoplasmic membrane and those
vesicles in close proximity to it (see Meir et al., 1999;
Hille et al., 1999). The contents of the vesicles, includ-
ing enzymes and other proteins, then are discharged to
the exterior by a process termed exocytosis. Synaptic
vesicles may either fully exocytose with complete
fusion and subsequent endocytosis or form a transient
pore that closes after transmitter has escaped (Murthy
and Stevens, 1998).

Synaptic vesicles are clustered in discrete areas underlying the
presynaptic plasma membrane, termed active zones; they often are
aligned with the tips of postsynaptic folds. Some 20 to 40 proteins,
playing distinct roles as transporter or trafficking proteins, are found
in the vesicle. Neurotransmitter transport into the vesicle is driven by
an electrochemical gradient generated by the vacuolar proton pump.

The function of the trafficking proteins is less well understood,
but the vesicle protein synaptobrevin (VAMP) assembles with the
plasma membrane proteins SNAP-25 and syntaxin I to form a core
complex that initiates or drives the vesicle-plasma membrane
fusion process (Jahn et al., 2003). The submillisecond triggering of
exocytosis by Ca* appears to be mediated by a separate family of
proteins, the synaptotagmins. GTP-binding proteins of the Rab 3
family regulate the fusion process and cycle on and off the vesicle
through GTP hydrolysis. Several other regulatory proteins of less
well-defined function—synapsin, synaptophysin, and synaptogy-
rin—also play a role in fusion and exocytosis, as do proteins such as
RIM and neurexin that are found on the active zones of the plasma
membrane. Many of the trafficking proteins are homologous to
those used in vesicular transport in yeast.
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Figure 6-2. Steps involved in excitatory and inhibitory neurotransmission. 1. The nerve action potential (AP) consists of a tran-
sient self-propagated reversal of charge on the axonal membrane. (The internal potential E; goes from a negative value, through zero
potential, to a slightly positive value primarily through increases in Na* permeability and then returns to resting values by an increase
in K* permeability.) When the AP arrives at the presynaptic terminal, it initiates release of the excitatory or inhibitory transmitter.
Depolarization at the nerve ending and entry of Ca** initiate docking and then fusion of the synaptic vesicle with the membrane of the
nerve ending. Docked and fused vesicles are shown. 2. Combination of the excitatory transmitter with postsynaptic receptors produces
a localized depolarization, the excitatory postsynaptic potential (EPSP), through an increase in permeability to cations, most notably
Na*. The inhibitory transmitter causes a selective increase in permeability to K* or CI, resulting in a localized hyperpolarization, the
inhibitory postsynaptic potential (IPSP). 3. The EPSP initiates a conducted AP in the postsynaptic neuron; this can be prevented, how-
ever, by the hyperpolarization induced by a concurrent IPSP. The transmitter is dissipated by enzymatic destruction, by reuptake into
the presynaptic terminal or adjacent glial cells, or by diffusion. (Modified from Eccles, 1964, 1973; Katz, 1966; Catterall, 1992; Jahn

and Siidhof, 1994.)

Over the past 30 years an extensive variety of receptors has
been identified on soma, dendrites, and axons of neurons, where
they respond to neurotransmitters or modulators released from
the same neuron or from adjacent neurons or cells (Langer, 1997,
Miller, 1998, Westfall, 2004). Soma-dendritic receptors are
those receptors located on or near the cell body and dendrites;
when activated, they primarily modify functions of the soma—
dendritic region such as protein synthesis and generation of
action potentials. Presynaptic receptors are those presumed to be
located on, in, or near axon terminals or varicosities; when acti-
vated, they modify functions of the terminal region such as syn-
thesis and release of transmitters. Two main classes of presynap-
tic receptors have been identified on most neurons, including
sympathetic and parasympathetic terminals. Heteroreceptors are
presynaptic receptors that respond to neurotransmitters, neuro-
modulators, or neurohormones released from adjacent neurons or

cells. For example, norepinephrine can influence the release of
ACh from parasympathetic neurons by acting on @,,, @5, and
o, receptors, whereas ACh can influence the release of norepi-
nephrine from sympathetic neurons by acting on M, and M,
receptors (see below). The other class of presynaptic receptors
consists of autoreceptors, which are receptors located on or close
to those axon terminals of a neuron through which the neuron’s
own transmitter can modify transmitter synthesis and release.
For example, norepinephrine released from sympathetic neurons
may interact with o,, and o, receptors to inhibit neurally
released norepinephrine. Similarly, ACh released from parasym-
pathetic neurons may interact with M, and M, receptors to inhib-
it neurally released ACh.

Presynaptic nicotinic receptors enhance transmitter release in
motor neurons (Bowman et al., 1990) and in a variety of other cen-
tral and peripheral synapses (MacDermott et al., 1999).
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Adenosine, dopamine, glutamate, y-aminobutyric acid (GABA),
prostaglandins, and enkephalins have been shown to influence
neurally mediated release of various neurotransmitters. The recep-
tors for these agents exert their modulatory effects in part by alter-
ing the function of prejunctional ion channels (Tsien et al., 1988;
Miller, 1998). A number of ion channels that directly control
transmitter release are found in presynaptic terminals (Meir et al.,
1999).

2. Combination of the transmitter with postjunctional
receptors and production of the postjunctional potential.
The transmitter diffuses across the synaptic or junctional
cleft and combines with specialized receptors on the
postjunctional membrane; this often results in a local-
ized increase in the ionic permeability, or conductance,
of the membrane. With certain exceptions (noted below),
one of three types of permeability change can occur:
(a) a generalized increase in the permeability to cations
(notably Na* but occasionally Ca®*), resulting in a
localized depolarization of the membrane, i.e., an exci-
tatory postsynaptic potential (EPSP); (b) a selective
increase in permeability to anions, usually CI-, resulting
in stabilization or actual hyperpolarization of the mem-
brane, which constitutes an inhibitory postsynaptic
potential (IPSP); or (c) an increased permeability to K*.
Because the K* gradient is directed out of the cell,
hyperpolarization and stabilization of the membrane
potential occur (an IPSP).

It should be emphasized that the potential changes associated
with the EPSP and IPSP at most sites are the results of passive flux-
es of ions down their concentration gradients. The changes in chan-
nel permeability that cause these potential changes are specifically
regulated by the specialized postjunctional receptors for the neu-
rotransmitter that initiates the response (see Chapter 12 and below).
These receptors may be clustered on the effector cell surface, as
seen at the neuromuscular junctions of skeletal muscle and other
discrete synapses, or distributed more uniformly, as observed in
smooth muscle.

By using microelectrodes that form high-resistance seals on the
surface of cells, electrical events associated with a single neu-
rotransmitter-gated channel can be recorded (see Hille, 1992). In the
presence of an appropriate neurotransmitter, the channel opens rap-
idly to a high-conductance state, remains open for about a millisec-
ond, and then closes. A short squarewave pulse of current is
observed as a result of the channel’s opening and closing. The sum-
mation of these microscopic events gives rise to the EPSP. The
graded response to a neurotransmitter usually is related to the fre-
quency of opening events rather than to the extent of opening or the
duration of opening. High-conductance ligand-gated ion channels
usually permit passage of Na* or Cl—; K* and Ca?* are involved less
frequently. The preceding ligand-gated channels belong to a large
superfamily of ionotropic receptor proteins that includes the nicotin-
ic, glutamate, and certain serotonin (5-HT;) and purine receptors,
which conduct primarily Na*, cause depolarization, and are excitato-
ry, and GABA and glycine receptors, which conduct CI-, cause
hyperpolarization, and are inhibitory. The nicotinic, GABA, gly-

cine, and 5-HT}; receptors are closely related, whereas the glutamate
and purinergic ionotropic receptors have distinct structures (Karlin
and Akabas, 1995). Neurotransmitters also can modulate the perme-
ability of K* and Ca* channels indirectly. In these cases, the recep-
tor and channel are separate proteins, and information is conveyed
between them by G proteins (see Chapter 1). Other receptors for
neurotransmitters act by influencing the synthesis of intracellular
second messengers and do not necessarily cause a change in mem-
brane potential. The most widely documented examples of receptor
regulation of second-messenger systems are the activation or inhibi-
tion of adenylyl cyclase and the increase in intracellular concentra-
tions of Ca?* that results from release of the ion from internal stores
by inositol trisphosphate (see Chapter 1).

3. Initiation of postjunctional activity. If an EPSP
exceeds a certain threshold value, it initiates a propagated
action potential in a postsynaptic neuron or a muscle
action potential in skeletal or cardiac muscle by activating
voltage-sensitive channels in the immediate vicinity. In
certain smooth muscle types in which propagated impuls-
es are minimal, an EPSP may increase the rate of sponta-
neous depolarization, cause Ca’* release, and enhance
muscle tone; in gland cells, the EPSP initiates secretion
through Ca?* mobilization. An IPSP, which is found in
neurons and smooth muscle but not in skeletal muscle,
will tend to oppose excitatory potentials simultaneously
initiated by other neuronal sources. Whether a propagated
impulse or other response ensues depends on the summa-
tion of all the potentials.

4. Destruction or dissipation of the transmitter.
When impulses can be transmitted across junctions at
frequencies up to several hundred per second, it is
obvious that there should be an efficient means of dis-
posing of the transmitter following each impulse. At
cholinergic synapses involved in rapid neurotransmis-
sion, high and localized concentrations of acetylcho-
linesterase (AChE) are available for this purpose. On
inhibition of AChE, removal of the transmitter is
accomplished principally by diffusion. Under these cir-
cumstances, the effects of released ACh are potentiated
and prolonged (see Chapter 8).

Rapid termination of norepinephrine occurs by a
combination of simple diffusion and reuptake by the
axonal terminals of most of the released norepinephrine.
Termination of the action of amino acid transmitters
results from their active transport into neurons and sur-
rounding glia. Peptide neurotransmitters are hydrolyzed
by various peptidases and dissipated by diffusion; spe-
cific uptake mechanisms have not been demonstrated for
these substances.

5. Nonelectrogenic functions. The continual quantal
release of neurotransmitters in amounts insufficient to
elicit a postjunctional response probably is important in
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the transjunctional control of neurotransmitter action.
The activity and turnover of enzymes involved in the
synthesis and inactivation of neurotransmitters, the den-
sity of presynaptic and postsynaptic receptors, and other
characteristics of synapses probably are controlled by
trophic actions of neurotransmitters or other trophic fac-
tors released by the neuron or the target cells (Sanes and
Lichtman, 1999).

Cholinergic Transmission

The synthesis, storage, and release of ACh follow a simi-
lar life cycle in all cholinergic synapses, including those
at skeletal neuromuscular junctions, preganglionic sympa-
thetic and parasympathetic terminals, postganglionic para-
sympathetic varicosities, postganglionic sympathetic vari-
cosities innervating sweat glands in the skin, and in the
CNS. The neurochemical events that underlie cholinergic
neurotransmission are summarized in Figure 6-3 (see
Whittaker, 1988, for review). Two enzymes, choline
acetyltransferase and AChE, are involved in ACh synthe-
sis and degradation, respectively.

Choline Acetyltransferase. Choline acetyltransferase
catalyzes the final step in the synthesis of ACh—the
acetylation of choline with acetyl coenzyme A (CoA)
(see Wu and Hersh, 1994). The primary structure of cho-
line acetyltransferase is known from molecular cloning,
and its immunocytochemical localization has proven
useful for identification of cholinergic axons and nerve
cell bodies.

Acetyl CoA for this reaction is derived from pyruvate via the
multistep pyruvate dehydrogenase reaction or is synthesized by
acetate thiokinase, which catalyzes the reaction of acetate with
ATP to form an enzyme-bound acyladenylate (acetyl AMP). In the
presence of CoA, transacetylation and synthesis of acetyl CoA
proceed.

Choline acetyltransferase, like other protein constituents of the
neuron, is synthesized within the perikaryon and then is transported
along the length of the axon to its terminal. Axonal terminals con-
tain a large number of mitochondria, where acetyl CoA is synthe-
sized. Choline is taken up from the extracellular fluid into the axo-
plasm by active transport. The final step in the synthesis occurs
within the cytoplasm, following which most of the ACh is seques-
tered within synaptic vesicles. Although moderately potent inhibi-
tors of choline acetyltransferase exist, they have no therapeutic utili-
ty in part because the uptake of choline is the rate-limiting step in
ACh biosynthesis.

Choline Transport. Transport of choline from the plas-
ma into neurons is accomplished by distinct high- and
low-affinity transport systems. The high-affinity system
(K, =1 to5 uM) is unique to cholinergic neurons, is

dependent on extracellular Na*, and is inhibited by hemi-
cholinium. Plasma concentrations of choline approximate
10 uM; thus, the concentration of choline does not limit
its availability to cholinergic neurons. Much of the cho-
line formed from AChE-catalyzed hydrolysis of ACh is
recycled into the nerve terminal. The cloning of the high-
affinity choline transporter found in presynaptic terminals
reveals a sequence and structure differing from those of
other neurotransmitter transporters but similar to that of
the Na*-dependent glucose transporter family (Ferguson
and Blakely, 2004).

Storage of ACh. After its synthesis from choline, ACh
is taken up by the storage vesicles principally at the nerve
terminals. The vesicles are transported anterogradely from
the cell body via the microtubules, with little ACh incor-
poration taking place during this process.

There appear to be two types of vesicles in cholinergic termi-
nals: electron-lucent vesicles (40 to 50 nm in diameter) and dense-
cored vesicles (80 to 150 nm). The core of the vesicles contains both
ACh and ATP, at an estimated ratio of 10:1, which are dissolved in
the fluid phase with metal ions (Ca** and Mg?*) and a proteoglycan
called vesiculin. Vesiculin is negatively charged and is thought to
sequester the Ca?* or ACh. It is bound within the vesicle, with the
protein moiety anchoring it to the vesicular membrane. In some cho-
linergic terminals there are peptides, such as VIP, that act as
cotransmitters at some junctions. The peptides usually are located in
the dense-cored vesicles. Vesicular membranes are rich in lipids,
primarily cholesterol and phospholipids, as well as protein. The pro-
teins include ATPase, which is ouabain-sensitive and thought to be
involved in proton pumping and in vesicular inward transport of
Ca’*. Other proteins include protein kinase (involved in phosphory-
lation mechanisms of Ca”* uptake), calmodulin, atractyloside-bind-
ing protein (which acts as an ATP carrier), and synapsin (which is
thought to be involved with exocytosis).

The vesicular transporter allows for the uptake of ACh into the
vesicle, has considerable concentrating power, is saturable, and is
ATPase-dependent. The process is inhibited by vesamicol (Figure
6-3). Inhibition by vesamicol is noncompetitive and reversible and
does not affect the vesicular ATPase. The gene for choline acetyl-
transferase and the vesicular transporter are found at the same locus,
with the transporter gene positioned in the first intron of the trans-
ferase gene. Hence a common promoter regulates the expression of
both genes (Eiden, 1998).

Estimates of the ACh content of synaptic vesicles range from
1000 to over 50,000 molecules per vesicle, and it has been calcu-
lated that a single motor nerve terminal contains 300,000 or more
vesicles. In addition, an uncertain but possibly significant amount
of ACh is present in the extravesicular cytoplasm. Recording the
electrical events associated with the opening of single channels at
the motor end plate during continuous application of ACh has
permitted estimation of the potential change induced by a single
molecule of ACh (3 x 1077 V); from such calculations it is evident
that even the lower estimate of the ACh content per vesicle (1000
molecules) is sufficient to account for the magnitude of the
mepps.
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Figure 6—3. Schematic representations of a cholinergic neuroeffector junction showing features of the synthesis, storage, and
release of acetylcholine (ACh) and receptors on which ACh acts. The synthesis of ACh in the varicosity depends on the uptake
of choline via a sodium-dependent carrier. This uptake can be blocked by hemicholinium. Choline and the acetyl moiety of
acetyl coenzyme A, derived from mitochondria, form ACh, a process catalyzed by the enzyme choline acetyltransferase
(ChAT). ACh is transported into the storage vesicle by another carrier that can be inhibited by vesamicol. ACh is stored in
vesicles along with other potential cotransmitters (Co-T) such as ATP and VIP at certain neuroeffector junctions. Release of
ACh and the Co-T occurs on depolarization of the varicosity, which allows the entry of Ca’* through voltage-dependent Ca**
channels. Elevated [Ca?*],, promotes fusion of the vesicular membrane with the cell membrane, and exocytosis of the transmit-
ters occurs. This fusion process involves the interaction of specialized proteins associated with the vesicular membrane
(VAMPs, vesicle-associated membrane proteins) and the membrane of the varicosity (SNAPs, synaptosome-associated pro-
teins). The exocytotic release of ACh can be blocked by botulinum toxin. Once released, ACh can interact with the muscarinic
receptors (mAChR), which are GPCRs, or nicotinic receptors (nAChR), which are ligand-gated ion channels, to produce the
characteristic response of the effector. ACh also can act on presynaptic mAChRs or nAChRs to modify its own release. The
action of ACh is terminated by metabolism to choline and acetate by acetylcholinesterase (AChE), which is associated with
synaptic membranes.

Release of Acetylcholine. Fatt and Katz recorded at the motor end
plate of skeletal muscle and observed the random occurrence of
small (0.1 to 3.0 mV) spontaneous depolarizations at a frequency
of approximately 1 Hz. The magnitude of these mepps is consider-
ably below the threshold required to fire a muscle action potential
(AP); that they are due to the release of ACh is indicated by their
enhancement by neostigmine (an anti-ChE agent) and their block-

ade by D-tubocurarine (a competitive antagonist that acts at nico-
tinic receptors). These results led to the hypothesis that ACh is
released from motor nerve endings in constant amounts, or quanta.
The likely morphological counterpart of quantal release was dis-
covered shortly thereafter in the form of synaptic vesicles by De
Robertis and Bennett. Most of the storage and release properties of
ACh originally investigated in motor end plates apply to other
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fast-responding synapses. When an AP arrives at the motor nerve
terminal, there is a synchronous release of 100 or more quanta (or
vesicles) of ACh.

The release of ACh and other neurotransmitters by exocytosis
through the prejunctional membrane is inhibited by botulinum
and tetanus toxins from Clostridium. The Clostridium toxins, con-
sisting of disulfide-linked heavy and light chains, bind to an as-
yet-unidentified receptor on the membrane of the cholinergic
nerve terminal. Through endocytosis, they are transported into the
cytosol. The light chain is a Zn?*-dependent protease that
becomes activated and hydrolyzes components of the core or
SNARE complex involved in exocytosis. The various serotypes
of botulinum toxin digest select proteins in the plasma membrane
(syntaxin and SNAP-25) and the synaptic vesicle (synaptobrevin).
Therapeutic uses of botulinum toxin are described in Chapters 9
and 63.

By contrast, tetanus toxin primarily has a central action because
it is transported in retrograde fashion up the motor neuron to its
soma in the spinal cord. From there the toxin migrates to inhibitory
neurons that synapse with the motor neuron and blocks exocytosis
in the inhibitory neuron. The block of release of inhibitory transmit-
ter gives rise to tetanus or spastic paralysis. The toxin from the
venom of black widow spiders (o-latrotoxin) binds to neurexins,
transmembrane proteins that reside on the nerve terminal mem-
brane, resulting in massive synaptic vesicle exocytosis (Schiavo et
al., 2000).

Acetylcholinesterase (AChE). For ACh to serve as a
neurotransmitter in the motor system and at other neu-
ronal synapses, it must be removed or inactivated with-
in the time limits imposed by the response characteris-
tics of the synapse. At the neuromuscular junction,
immediate removal is required to prevent lateral diffu-
sion and sequential activation of adjacent receptors.
Modern biophysical methods have revealed that the
time required for hydrolysis of ACh at the neuromuscu-
lar junction is less than a millisecond. The K, of AChE
for ACh is approximately 50 to 100 uM. Choline has
only 1073 to 1073 the potency of ACh at the neuromus-
cular junction.

While AChE is found in cholinergic neurons (dendrites,
perikarya, and axons), it is distributed more widely than cholin-
ergic synapses. It is highly concentrated at the postsynaptic end
plate of the neuromuscular junction. Butyrylcholinesterase
(BuChE; also known as pseudocholinesterase) is present in low
abundance in glial or satellite cells but is virtually absent in neuro-
nal elements of the central and peripheral nervous systems. BuChE
is synthesized primarily in the liver and is found in liver and plas-
ma; its likely vestigial physiological function is the hydrolysis of
ingested esters from plant sources. AChE and BuChE typically are
distinguished by the relative rates of ACh and butyrylcholine
hydrolysis and by effects of selective inhibitors (see Chapter 8).
Almost all pharmacological effects of the anti-ChE agents are due
to the inhibition of AChE, with the consequent accumulation of
endogenous ACh in the vicinity of the nerve terminal. Distinct but
single genes encode AChE and BuChE in mammals; the diversity

of molecular structure of AChE arises from alternative mRNA
processing (Taylor et al., 2000).

AChE also has been proposed to have multiple nonclassical
biological functions that are not obvious and that remain contro-
versial (Soreg and Seidman, 2001). These nonclassical functions
include neuritogenesis, cell adhesion, synaptogenesis, amyloid
fiber assembly, activation of dopamine receptors, hematopoiesis,
and thrombopoiesis.

Characteristics of Cholinergic Transmission at Vari-
ous Sites. There are marked differences among various
sites of cholinergic transmission with respect to architec-
ture and fine structure, the distributions of AChE and
receptors, and the temporal factors involved in normal
function. In skeletal muscle, for example, the junctional
sites occupy a small, discrete portion of the surface of
the individual fibers and are relatively isolated from
those of adjacent fibers; in the superior cervical gangli-
on, approximately 100,000 ganglion cells are packed
within a volume of a few cubic millimeters, and both the
presynaptic and postsynaptic neuronal processes form
complex networks.

Skeletal Muscle. Stimulation of a motor nerve results in the
release of ACh from perfused muscle; close intra-arterial injection
of ACh produces muscular contraction similar to that elicited by
stimulation of the motor nerve. The amount of ACh (10~'7 mol)
required to elicit an end-plate potential (EPP) following its micro-
iontophoretic application to the motor end plate of a rat diaphragm
muscle fiber is equivalent to that recovered from each fiber follow-
ing stimulation of the phrenic nerve.

The combination of ACh with nicotinic ACh receptors at the
external surface of the postjunctional membrane induces an imme-
diate, marked increase in cation permeability. On receptor activa-
tion by ACh, its intrinsic channel opens for about 1 ms; during this
interval, about 50,000 Na* ions traverse the channel. The channel-
opening process is the basis for the localized depolarizing EPP
within the end plate, which triggers the muscle AP. The latter, in
turn, leads to contraction.

Following section and degeneration of the motor nerve to skel-
etal muscle or of the postganglionic fibers to autonomic effectors,
there is a marked reduction in the threshold doses of the transmit-
ters and of certain other drugs required to elicit a response; i.e.,
denervation supersensitivity occurs. In skeletal muscle, this
change is accompanied by a spread of the receptor molecules from
the end-plate region to the adjacent portions of the sarcoplasmic
membrane, which eventually involves the entire muscle surface.
Embryonic muscle also exhibits this uniform sensitivity to ACh
prior to innervation. Hence, innervation represses the expression
of the receptor gene by the nuclei that lie in extrajunctional
regions of the muscle fiber and directs the subsynaptic nuclei to
express the structural and functional proteins of the synapse
(Sanes and Lichtman, 1999).

Autonomic Effectors. Stimulation or inhibition of autonomic
effector cells occurs on activation of muscarinic acetylcholine
receptors (see below). In this case, the effector is coupled to the
receptor by a G protein (see Chapter 1). In contrast to skeletal mus-
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cle and neurons, smooth muscle and the cardiac conduction system
[sinoatrial (SA) node, atrium, atrioventricular (AV) node, and the
His—Purkinje system] normally exhibit intrinsic activity, both elec-
trical and mechanical, that is modulated but not initiated by nerve
impulses.

In the basal condition, unitary smooth muscle exhibits waves
of depolarization and/or spikes that are propagated from cell to
cell at rates considerably slower than the AP of axons or skeletal
muscle. The spikes apparently are initiated by rhythmic fluctua-
tions in the membrane resting potential. Application of ACh (0.1
to 1 uM) to isolated intestinal muscle causes a decrease in the
resting potential (i.e., the membrane potential becomes less nega-
tive) and an increase in the frequency of spike production, accom-
panied by a rise in tension. A primary action of ACh in initiating
these effects through muscarinic receptors is probably partial
depolarization of the cell membrane brought about by an increase
in Na* and, in some instances, Ca%* conductance. ACh also can
produce contraction of some smooth muscles when the membrane
has been depolarized completely by high concentrations of K*,
provided that Ca®* is present. Hence, ACh stimulates ion fluxes
across membranes and/or mobilizes intracellular Ca®* to cause
contraction.

In the heart, spontaneous depolarizations normally arise from the
SA node. In the cardiac conduction system, particularly in the SA
and AV nodes, stimulation of the cholinergic innervation or the
direct application of ACh causes inhibition, associated with hyper-
polarization of the membrane and a marked decrease in the rate of
depolarization. These effects are due, at least in part, to a selective
increase in permeability to K* (Hille, 1992).

Autonomic Ganglia. The primary pathway of cholinergic trans-
mission in autonomic ganglia is similar to that at the neuromuscular
junction of skeletal muscle. Ganglion cells can be discharged by
injecting very small amounts of ACh into the ganglion. The initial
depolarization is the result of activation of nicotinic ACh receptors,
which are ligand-gated cation channels with properties similar to
those found at the neuromuscular junction. Several secondary trans-
mitters or modulators either enhance or diminish the sensitivity of
the postganglionic cell to ACh. This sensitivity appears to be related
to the membrane potential of the postsynaptic nerve cell body or its
dendritic branches. Ganglionic transmission is discussed in more
detail in Chapter 9.

Actions of Acetylcholine at Prejunctional Sites. As described earli-
er, both cholinergic and adrenergic nerve terminal varicosities
contain autoreceptors and heteroreceptors. ACh release therefore
is subject to complex regulation by mediators, including ACh
itself acting on M, and M, autoreceptors, and other transmitters
(e.g., norepinephrine acting on ,,- and o, adrenergic receptors)
(Philipp and Hein, 2004; Wess, 2004) or substances produced
locally in tissues (e.g., NO). ACh-mediated inhibition of ACh
release following activation of M, and M, autoreceptors is
thought to represent a physiological negative-feedback control
mechanism. At some neuroeffector junctions such as the myenter-
ic plexus in the GI tract or the SA node in the heart, sympathetic
and parasympathetic nerve terminals often lie juxtaposed to each
other. The opposing effects of norepinephrine and ACh, there-
fore, result not only from the opposite effects of the two trans-
mitters on the smooth muscle or cardiac cells but also from the
inhibition of ACh release by norepinephrine or inhibition of nor-
epinephrine release by ACh acting on heteroreceptors on para-

sympathetic or sympathetic terminals. The muscarinic autorecep-
tors and heteroreceptors also represent drug targets for both
agonists and antagonists. Muscarinic agonists can inhibit the elec-
trically induced release of ACh, whereas antagonists will enhance
the evoked release of transmitter. The parasympathetic nerve ter-
minal varicosities also may contain additional heteroreceptors
that could respond by inhibition or enhancement of ACh release
by locally formed autacoids, hormones, or administered drugs. In
addition to o, and o, adrenergic receptors, other inhibitory het-
eroreceptors on parasympathetic terminals include adenosine A,
receptors, histamine H; receptors, and opioid receptors. Evidence
also exists for f3,-adrenoceptive facilitatory receptors (for review,
see Broadly, 1996).

Extraneuronal Cholinergic Systems. ACh is present
in the vast majority of human cells and organs, including
epithelial cells (airways, alimentary tract, epidermis,
glandular tissue), mesothelial and endothelial cells, cir-
culating cells (platelets), and immune cells (mononucle-
ar cells, macrophages). Although the exact function of
non-neuronal ACh is not known precisely, proposed
roles include the regulation of elementary cell functions
such as mitosis, locomotion, automaticity, ciliary activity,
cell—cell contact, barrier function, respiration and secre-
tion, and regulation of lymphocyte function (Wessler et
al., 1998; Kawashima and Fujii, 2000).

Cholinergic Receptors and Signal Transduction. Sir
Henry Dale noted that the various esters of choline elicit-
ed responses that were similar to those of either nicotine
or muscarine depending on the pharmacological prepara-
tion. A similarity in response also was noted between
muscarine and nerve stimulation in those organs innervat-
ed by the craniosacral divisions of the autonomic nervous
system. Thus, Dale suggested that ACh or another ester of
choline was a neurotransmitter in the autonomic nervous
system; he also stated that the compound had dual actions,
which he termed a “nicotine action” (nicotinic) and a
“muscarine action” (muscarinic).

The capacities of tubocurarine and atropine to block
nicotinic and muscarinic effects of ACh, respectively,
provided further support for the proposal of two distinct
types of cholinergic receptors. Although Dale had access
only to crude plant alkaloids of then unknown structure
from Amanita muscaria and Nicotiana tabacum, this clas-
sification remains as the primary subdivision of cholin-
ergic receptors. Its utility has survived the discovery of
several distinct subtypes of nicotinic and muscarinic
receptors.

Although ACh and certain other compounds stimulate both mus-
carinic and nicotinic cholinergic receptors, several other agonists
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and antagonists are selective for one of the two major types of
receptors. ACh is a flexible molecule, and indirect evidence sug-
gests that the conformations of the neurotransmitter are distinct
when it is bound to nicotinic or muscarinic cholinergic receptors.

Nicotinic receptors are ligand-gated ion channels whose activa-
tion always causes a rapid (millisecond) increase in cellular perme-
ability to Na* and Ca”*, depolarization, and excitation. By contrast,
muscarinic receptors are G protein—coupled receptors (GPCRs).
Responses to muscarinic agonists are slower; they may be either
excitatory or inhibitory, and they are not necessarily linked to
changes in ion permeability.

The primary structures of various species of nicotinic receptors
(Numa et al., 1983; Changeux and Edelstein, 1998) and muscarinic
receptors (Bonner, 1989; Caulfield and Birdsall, 1998) have been
deduced from the sequences of their respective genes. That these
two types of receptors belong to distinct families of proteins is not
surprising, retrospectively, in view of their distinct differences in
chemical specificity and function.

Subtypes of Nicotinic
Acetylcholine Receptors

The nicotinic ACh receptors (nAChRs) are members of a
superfamily of ligand-gated ion channels. The receptors
exist at the skeletal neuromuscular junction, autonomic
ganglia, and adrenal medulla and in the CNS. They are
the natural targets for ACh as well as pharmacologically
administered drugs, including nicotine. The receptor
forms a pentameric structure consisting of homomeric o
and f subunits. In humans, eight o subunits (¢, through
04, 04, and o) and three B subunits (S, through f3,) have
been cloned. A further o4 subunit has been cloned in
chickens but is not present in mammals. Both the muscle
and neuronal nAChRs share structural and functional
properties with other ligand-gated channels such as the
GABA,, 5-HT;, and glycine receptors. The muscle
nAChR is the best-characterized ligand-gated ion channel
both because large quantities of receptors have been puri-
fied from Torpedo electrical organs and because of the
existence of highly specific agonists and antagonists (Pic-
ciotto et al., 2001).

The muscle nicotinic receptor contains four distinct subunits in
a pentameric complex (o30y or o, 36¢). Receptors in embryonic or
denervated muscle contain a Y subunit, whereas an & subunit
replaces the yin adult innervated muscle (Table 6-2). This change
in expression of the genes encoding the yand € subunits gives rise
to small differences in ligand selectivity but may be more impor-
tant for dictating rates of turnover of the receptors or their tissue
localization.

The muscle and neuronal subunits share the basic
topography of a large extracellular N-terminal domain
that contributes to agonist binding, four hydrophobic
transmembrane domains (TM; through TM,), a large

cytoplasmic loop between TM; and TM,, and a short
extracellular C terminus. The M, transmembrane region is
thought to form the ion pore of the nAChR (Picciotto et
al., 2001).

Functional neuronal nAChRs also exist as pentamers
composed of two ¢ and three S subunits with “duplex”
(o) or “triplex” (o4, o B, or offB,) conformation (De
Biasi, 2002). The in vivo composition and functional role
of most of the nAChRs is unclear. Autonomic ganglia
form homomeric o and heteromeric og/f,, with (05),(8,);
being the most prevalent.

The pentameric structure of the neuronal nAChR and the con-
siderable molecular diversity of its subunits offer the possibility of
a large number of nAChRs with different physiological properties.
These receptors may subserve a variety of discrete functions and
thus represent novel drug targets for a wide variety of therapeutic
agents. The stoichiometry of most nAChRs in brain is still uncer-
tain, although an abundant nAChR ¢, f3; is proposed to have two
oy, and three f3; subunits (Lindstrom, 2000). More complex combi-
nations with three (o;f,05) or four (05f3,8,05) different subunits
have been identified. Until recently, few selective ligands were
available that affect nAChR function, but the list of selective
agents is expanding considerably (Loyd and Williams, 2000). For
example, the neuronal nAChR subunits on presynaptic terminals
of dopamine neurons projecting to the striatum have been fully
defined (Luetje, 2004), as has the complete subunit composition of
four major presynaptic nAChR subtypes in the striatum (Salminen
et al., 2004). The o conotoxin MIl-sensitive class of receptors
consists of of,f; and 003,55, whereas the o conotoxin MII-
resistant class consists of o,f, and o405, subunits. It can be
expected that similar advances soon will be made with other neu-
ronal nAChRs.

Owing to the large number of permutations of o and f sub-
units, it is not possible to make a pharmacological classification
of all the subtypes at this time. Distinctions between nAChRs are
listed in Table 6-2. The structure, function, distribution, and sub-
types of nicotinic receptors are described in more detail in Chap-
ter 9.

Subtypes of Muscarinic Receptors. In mammals, five
distinct subtypes of muscarinic ACh receptors (mAChRs)
have been identified, each produced by a different gene.
Like the different forms of nicotinic receptors, these vari-
ants have distinct anatomical locations in the periphery
and CNS and differing chemical specificities. The
mAChRs are GPCRs (see Table 6-3 for characteristics of
the mAChRys).

Different experimental approaches including immunohis-
tochemical and mRNA hybridization studies have shown that
mAChRs are present in virtually all organs, tissues, and cell types
(Table 6-3), although certain subtypes often predominate specific
sites. For example, the M, receptor is the predominant subtype in
the heart, whereas the M; receptor is the predominant subtype in
the bladder (Dhein et al., 2001; Fetscher et al., 2002). In the
periphery, mAChRs mediate the classical muscarinic actions of
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Table 6-2
Characteristics of Subtypes of Nicotinic Acetylcholine Receptors (nAChRs)
RECEPTOR (PRIMARY MAIN SYNAPTIC MEMBRANE MOLECULAR
RECEPTOR SUBTYPE)*  LOCATION RESPONSE MECHANISM AGONISTS ANTAGONISTS
Skeletal muscle (N,,) Skeletal neuro-  Excitatory; end- Increased ACh Atracurium
(a),P,€6 adult muscular plate depolar- cation Nicotine Vecuronium
(o) , 3,70 fetal junction ization; skele- permeability ~ Succinyl- d-Tubocurarine
(postjunc- tal muscle con- (Nat*; KY) choline Pancuronium
tional) traction a-Conotoxin
o-Bungarotoxin
Peripheral neuronal ~ Autonomic Excitatory; depo-  Increased ACh Trimethaphan
Ny ganglia; larization; fir- cation Nicotine Mecamylamine
(05),(By); adrenal ing of postgan- permeability  Epibatidine
medulla glion neuron; (Na*; K%) Dimethylphe-
depolarization nylpiper-
and secretion of azinium
catecholamines
Central neuronal CNS; pre- and  Pre- and postsyn-  Increased Cytisine, Mecamylamine
(CNS) postjunc- aptic excitation cation epibatidine  Dihydro-S-
(ay), (B tional Prejunctional con- permeability ~ Anatoxin A erythrodine
(o-btox-insensitive) trol of transmit- (Na*; K*) Erysodine
ter release Lophotoxin
()5 CNS; Pre-and  Pre- and postsyn-  Increased Anatoxin A Methyllycacon-
(o-btox-sensitive) postsynaptic aptic excitation permeability itine
Prejunctional con- (Ca*) o-Bungarotoxin

trol of transmit-

ter release

o-Conotoxin
IMI

*Nine individual subunits have been identified and cloned in human brain, which combine in various conformations to form individual receptor sub-
types. The structure of individual receptors and the subtype composition are incompletely understood. Only a finite number of naturally occurring func-

tional nAChR constructs have been identified. a-btox, o-bungarotoxin.

ACh in organs and tissues innervated by parasympathetic nerves,
although receptors may be present at sites that lack parasympathetic
innervation (e.g., most blood vessels). In the CNS, mAChRs are
involved in regulating a large number of cognitive, behavior, senso-
ry, motor, and autonomic functions. Owing to the lack of specific
muscarinic agonists and antagonists that demonstrate selectivity for
individual mAChRs and the fact that most organs and tissues
express multiple mAChRs, it has been a challenge to assign specific
pharmacological functions to distinct mAChRs. The development of
gene-targeting techniques in mice has been very helpful in defining
specific functions (Table 6-3) (see Wess, 2004).

The basic functions of muscarinic cholinergic receptors are
mediated by interactions with G proteins and thus by G protein—
induced changes in the function of distinct member-bound effector
molecules. The M; M;, and M; subtypes couple through the pertus-
sis toxin—insensitive G, and G5 that are responsible for stimulation
of phospholipase C activity. The immediate result is hydrolysis of

membrane phosphatidylinositol 4,5 diphosphate to form inositol poly-
phosphates. Inositol trisphosphate (IP;) causes release of intracellular
Ca?" from the endoplasmic reticulum, with activation of Ca**-depen-
dent phenomena such as contraction of smooth muscle and secretion
(Berridge, 1993) (see Chapter 1). The second product of the phospho-
lipase C reaction, diacylglycerol, activates protein kinase C (in con-
junction with Ca**). This arm of the pathway plays a role in the phos-
phorylation of numerous proteins, leading to various physiological
responses. Activation of M, M5, and M receptors can also cause the
activation of phospholipase A,, leading to the release of arachidonic
acid and consequent eicosanoid synthesis, resulting in autocrine/para-
crine stimulation of adenylyl cyclase and an increase in cyclic AMP.
Stimulation of M, and M, cholinergic receptors leads to inter-
action with other G proteins, (e.g., G; and G,) with a resulting
inhibition of adenylyl cyclase leading to a decrease in cyclic AMP,
activation of inwardly rectifying K* channels, and inhibition of
voltage-gated Ca?* channels (van Koppen and Kaiser, 2003). The
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Table 6-3

Characteristics of Muscarinic Acetylcholine Receptor Subtypes (mAChRs)

RECEPTOR

M,

M,

SIZE;
CHROMOSOME  CELLULAR AND TISSUE
LOCATION LOCATION*
460 aa CNS; Most abundant in cere-
11q 12-13 bral cortex, hippocampus
and striatum
Autonomic ganglia
Glands (gastric and salivary)
Enteric nerves
466 aa Widely expressed in CNS,
7 q 35-36 heart, smooth muscle, auto-
nomic nerve terminals
590 aa Widely expressed in CNS
1q 43-44 (< than other mAChRs)
Abundant in smooth muscle
and glands
Heart

CELLULAR RESPONSE'

Activation of PLC; T IP; and TDAG —
TCa?* and PKC

Depolarization and excitation (T SEPSP)

Activation of PLD,, PLA,; T AA

Couples via Gy

Inhibition of adenylyl cyclase, LcAMP
Activation of inwardly rectifying K* channels
Inhibition of voltage-gated Ca** channels
Hyperpolarization and inhibition

Couples via G;/G, (PTX-sensitive)

Activation of PLC; T IP; and TDAG —
TCa?* and PKC

Depolarization and excitation (T SEPSP)

Activation of PLD,, PLA,; T AA

Couples via Gy

FUNCTIONAL RESPONSE#

Increased cognitive function (learning and
memory)

Increased seizure activity

Decrease in dopamine release and locomotion

Increase in depolarization of autonomic
ganglia

Increase in secretions

Heart:
SA node: slowed spontaneous depolarization;
hyperpolarization, JHR
AV node: decrease in conduction velocity
Atrium: { refractory period, { contraction
Ventricle: slight { contraction
Smooth muscle:
T Contraction
Peripheral nerves:
Neural inhibition via autoreceptors and
heteroreceptor
1 Ganglionic transmission.
CNS:
Neural inhibition
T Tremors; hypothermia; analgesia

Smooth muscle

T contraction (predominant in some, e.g.
bladder)

Glands:
T secretion (predominant in salivary gland)
Increases food intake, body weight fat deposits
Inhibition of dopamine release
Synthesis of NO

(Continued)
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Table 6-3

Characteristics of Muscarinic Acetylcholine Receptor Subtypes (mAChRs) (Continued)

SIZE;
CHROMOSOME  CELLULAR AND TISSUE
RECEPTOR LOCATION LOCATION* CELLULAR RESPONSETf FUNCTIONAL RESPONSE#
M, 479 aa Preferentially expressed in Inhibition of adenylyl cyclase, JcAMP Autoreceptor- and heteroreceptor-mediated
11p 12-11.2 CNS, particularly forebrain ~ Activation of inwardly rectifying K* inhibition of transmitter release in CNS
channels and periphery.
Inhibition of voltage-gated Ca>* channels Analgesia; cataleptic activity
Hyperpolarization and inhibition Facilitation of dopamine release
Couples via Gi/G, (PTX-sensitive)
Mg 532 aa Expressed in low levels in Activation of PLC; T IP; and TDAG — Mediator of dilation in cerebral arteries and
CNS and periphery TCa2* and PKC arterioles (?)
15q 26 Predominant mAchR in dopa-  Depolarization and excitation (T sEPSP) Facilitates dopamine release

mine neurons in VTA and
substantia nigra

Activation of PLD,, PLA,; T AA
Couples via Gy,

Augmentation of drug seeking behavior and
reward (e.g., opiates, cocaine)

*Most organs, tissues, and cells express multiple mAChRs. "M, M;, and M5 mAChRs appear to couple to the same G proteins and signal through similar pathways. Likewise, M, and M,
mAChRs couple through similar G proteins and signal through similar pathways. fDespite the fact that in many tissues, organs, and cells multiple subtypes of mAChRs coexist, one subtype may
predominate in producing a particular function; in others, there may be equal predominance. ABBREVIATIONS: PLC, phospholipase C; IP;, inositol-1,4,5-triphosphate; DAG, diacylglycerol; PLD,,
phospholipase D; AA, arachidonic acid; PLA, phospholipase A; cAMP, cyclic AMP; SA node, sinoatrial node; AV node, atrioventricular node; HR, heart rate; PTX, pertussis toxin; VTA, ventral
tegmentum area.
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functional consequences of these effects are hyperpolarization and
inhibition of excitable membranes. These are most clear in myo-
cardium, where inhibition of adenylyl cyclase and activation of K*
conductances account for the negative chronotropic and inotropic
effects of ACh.

Following activation by classical or allosteric agonists,
mAChRs can be phosphorylated by a variety of receptor kinases
and second-messenger regulated kinases; the phosphorylated
mAChHR subtypes then can interact with S-arrestin and presumably
other adaptor proteins. As a result, the various mAChR signaling
pathways may be differentially altered, leading to short- or long-
term desensitization of a particular signaling pathway, receptor-
mediated activation of the MAP kinase pathway downstream of
mAChR phosphorylation, and long-term potentiation of mAChR-
mediated phospholipase C stimulation. Agonist activation of
mAChRs also may induce receptor internalization and down-regu-
lation (van Koppen and Kaiser, 2003).

Adrenergic Transmission

Under this general heading are norepinephrine (NE), the
principal transmitter of most sympathetic postganglionic
fibers and of certain tracts in the CNS, dopamine, the pre-
dominant transmitter of the mammalian extrapyramidal
system and of several mesocortical and mesolimbic neu-
ronal pathways, and epinephrine, the major hormone of
the adrenal medulla. Collectively, these three amines are
called catecholamines.

A tremendous amount of information about cate-
cholamines and related compounds has accumulated in
recent years partly because of the importance of inter-
actions between the endogenous catecholamines and
many of the drugs used in the treatment of hyperten-
sion, mental disorders, and a variety of other condi-
tions. The details of these interactions and of the phar-
macology of the sympathomimetic amines themselves
will be found in subsequent chapters. The basic physio-
logical, biochemical, and pharmacological features are
presented here.

Synthesis, Storage, and Release of Catechola-
mines. Synthesis. The steps in the synthesis of dopa-
mine, norepinephrine (noradrenaline), and epinephrine
(adrenaline) are shown in Figure 6-4. Tyrosine is
sequentially 3-hydroxylated and decarboxylated to
form dopamine. Dopamine is S-hydroxylated to yield
norepinephrine, which is N-methylated in chromaffin
tissue to give epinephrine. The enzymes involved have
been identified, cloned, and characterized (Nagatsu,
1991). Table 64 summarizes some of the important
characteristics of the four enzymes. These enzymes are
not completely specific; consequently, other endoge-
nous substances, as well as certain drugs, are also sub-
strates. For example, 5-hydroxytryptamine (5-HT, sero-

.
Ho—{_)-'e—ch—n:  TYROSINE
H  COOH tyrosine-3-monooxygenase
(tyrosine hydroxylase)
HO |'I| / tetrahydrobiopterin
HoO?—clH—NHz DOPA
H COOH aromatic L-amino acid
decarboxylase
HO l-ll pyridoxal phosphate
HOOQCHMHQ DOPAMINE
H dopamine B-hydroxylase
ascorbate
HO H f
Ho{%c:—cm—rw NOREPINEPHRINE
OH phenylethanolamine-
N-methyltransferase
HO "|| /H S-adenosylmethionine
HOOCICHzN\ EPINEPHRINE
OH CH3

Figure 6-4. Steps in the enzymatic synthesis of dopamine,
norepinephrine, and epinephrine. The enzymes involved are
shown in blue; essential cofactors in italics. The final step occurs
only in the adrenal medulla and in a few epinephrine-containing
neuronal pathways in the brainstem.

tonin) can be produced from 5-hydroxy-L-tryptophan
by aromatic L-amino acid decarboxylase (or dopa
decarboxylase). Dopa decarboxylase also converts dopa
into dopamine, and methyldopa to a-methyldopamine,
which, in turn, is converted by dopamine S-hydroxylase
(DBH) to methylnorepinephrine.

The hydroxylation of tyrosine by tyrosine hydroxy-
lase generally is regarded as the rate-limiting step in the
biosynthesis of catecholamines (Zigmond et al., 1989);
this enzyme is activated following stimulation of sympa-
thetic nerves or the adrenal medulla. The enzyme is a
substrate for PKA, PKC, and CaM kinase; kinase-cata-
lyzed phosphorylation may be associated with increased
hydroxylase activity (Zigmond et al., 1989; Daubner et
al., 1992). This is an important acute mechanism for
increasing catecholamine synthesis in response to elevat-
ed nerve stimulation. In addition, there is a delayed
increase in tyrosine hydroxylase gene expression after
nerve stimulation. This increased expression can occur
at multiple levels of regulation, including transcription,
RNA processing, regulation of RNA stability, transla-
tion, and enzyme stability (Kumer and Vrana, 1996).
These mechanisms serve to maintain the content of cate-
cholamines in response to increased transmitter release.
In addition, tyrosine hydroxylase is subject to feedback
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Table 6-4
Enzymes for Synthesis of Catecholamines
SUBCELLULAR
ENZYME OCCURRENCE DISTRIBUTION
Tyrosine Widespread; Cytoplasmic
hydroxylase sympathetic
nerves
Aromatic L-amino Widespread; Cytoplasmic
acid decarboxylase sympathetic
nerves
Dopamine B-hydrox- ~ Widespread; Synaptic
ylase sympathetic vesicles
nerves
Phenylethanolamine  Largely in Cytoplasmic
N-methyltrans- adrenal
ferase gland

inhibition by catechol compounds, which allosterically
modulate enzyme activity.

Tyrosine hydroxylase deficiency has been reported in humans
and is characterized by generalized rigidity, hypokinesia, and
low cerebrospinal fluid (CSF) levels of norepinephrine and dopa-
mine metabolites homovanillic acid and 3-methoxy-4-hydroxy-
phenylethylene glycol (Wevers et al., 1999). Tyrosine hydroxy-
lase knockout is embryonically lethal in mice, presumably
because the loss of catecholamines results in altered cardiac
function. Interestingly, residual levels of dopamine are present in
these mice. It has been suggested that tyrosinase may be an alter-
nate source for catecholamines, although tyrosinase-derived cate-
cholamines are clearly not sufficient for survival (Carson and
Robertson, 2002).

DfH deficiency in humans is characterized by orthostatic
hypotension, ptosis of the eyelids, retrograde ejaculation, and ele-
vated plasma levels of dopamine. In the case of DH-deficient
mice, there is about 90% embryonic mortality (Carson and Robert-
son, 2002).

Our understanding of the cellular sites and mechanisms of
synthesis, storage, and release of catecholamines derives from
studies of sympathetically innervated organs and the adrenal
medulla. Nearly all the norepinephrine content of the former is
confined to the postganglionic sympathetic fibers; it disappears
within a few days after section of the nerves. In the adrenal
medulla, catecholamines are stored in chromaffin granules
(Aunis, 1998). These vesicles contain extremely high concentra-
tions of catecholamines (approximately 21% dry weight), ascor-
bic acid, and ATP, as well as specific proteins such as chromog-
ranins, DBH, and peptides including enkephalin and neuropeptide
Y. Interestingly, vasostatin-1, the N-terminal fragment of chro-
mogranin A, has been found to have antibacterial and antifungal

COFACTOR SUBSTRATE

REQUIREMENT SPECIFICITY COMMENTS

Tetrahydro- Specific for ~ Rate limiting step.
biopterin, L-tyrosine Inhibition can lead
0,, Fe?* to depletion of NE

Pyridoxal Nonspecific  Inhibition does not
phosphate alter tissue NE and

Epi appreciably

Ascorbic acid, = Nonspecific  Inhibition can decrease
O, (contains NE and Epi levels
copper)

S-Adenosyl Nonspecific  Inhibition leads to
methionine decrease in adrenal
(CH; donor) catecholamines;

under control of
glucocorticoids

activity (Lugardon et al., 2000), as have other chromogranin A
fragments such as chromofungin, vasostatin II, prochromacin, and
chromacin I and II (Taupenot et al., 2003). Two types of storage
vesicles are found in sympathetic nerve terminals: large dense-
core vesicles corresponding to chromaffin granules and small
dense-core vesicles containing norepinephrine, ATP, and mem-
brane-bound DH.

The main features of the mechanisms of synthesis, storage,
and release of catecholamines and their modifications by drugs
are summarized in Figure 6-5. In the case of adrenergic neurons,
the enzymes that participate in the formation of norepinephrine
are synthesized in the cell bodies of the neurons and then are
transported along the axons to their terminals. In the course of
synthesis (Figure 6-5), the hydroxylation of tyrosine to dopa and
the decarboxylation of dopa to dopamine take place in the cyto-
plasm. About half the dopamine formed in the cytoplasm then is
actively transported into the DSH-containing storage vesicles,
where it is converted to norepinephrine; the remainder, which
escapes capture by the vesicles, is deaminated to 3,4-dihydrox-
yphenylacetic acid (DOPAC) and subsequently O-methylated to
homovanillic acid (HVA). The adrenal medulla has two distinct
catecholamine-containing cell types: those with norepinephrine
and those with primarily epinephrine. The latter cell population
contains the enzyme phenylethanolamine-N-methyltransferase
(PNMT). In these cells, the norepinephrine formed in the granules
leaves these structures, presumably by diffusion, and is methylat-
ed in the cytoplasm to epinephrine. Epinephrine then reenters the
chromaffin granules, where it is stored until released. In adults, epi-
nephrine accounts for approximately 80% of the catecholamines of
the adrenal medulla, with norepinephrine making up most of the
remainder (von Euler, 1972).

A major factor that controls the rate of synthesis of epineph-
rine, and hence the size of the store available for release from the
adrenal medulla, is the level of glucocorticoids secreted by the
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Figure 6=5. Schematic representation of an adrenergic neuroeffector junction showing features of the synthesis, storage,
release, and receptors for norepinephrine (NE), the cotransmitters neuropeptide Y (NPY), and ATP. Tyrosine is transported into the
varicosity and is converted to DOPA by tyrosine hydroxylase (TH) and DOPA to dopamine via the action of aromatic L-amino acid
decarboxylase (AAADC). Dopamine is taken up into the vesicles of the varicosity by a transporter that can be blocked by reserpine. Cyto-
plasmic NE also can be taken up by this transporter. Dopamine is converted to NE within the vesicle via the action of dopamine-§3-
hydroxylase (DSH). NE is stored in vesicles along with other cotransmitters, NPY and ATP, depending on the particular neuroeffector
junction. Release of the transmitters occurs upon depolarization of the varicosity, which allows entry of Ca?* through voltage-dependent
Ca?* channels. Elevated levels of Ca>* promote the fusion of the vesicular membrane with the membrane of the varicosity, with subse-
quent exocytosis of transmitters. This fusion process involves the interaction of specialized proteins associated with the vesicular mem-
brane (VAMPs, vesicle-associated membrane proteins) and the membrane of the varicosity (SNAPs, synaptosome-associated proteins). In
this schematic representation, NE, NPY, and ATP are stored in the same vesicles. Different populations of vesicles, however, may prefer-
entially store different proportions of the cotransmitters. Once in the synapse, NE can interact with o and J adrenergic receptors to pro-
duce the characteristic response of the effector. The adrenergic receptors are GPCRs. o and 3 receptors also can be located presynaptically
where NE can either diminish (o), or facilitate () its own release and that of the cotransmitters. The principal mechanism by which NE
is cleared from the synapse is via a cocaine-sensitive neuronal uptake transporter. Once transported into the cytosol, NE can be restored in
the vesicle or metabolized by monoamine oxidase (MAO). NPY produces its effects by activating NPY receptors, of which there are at
least five types (Y, through Ys). NPY receptors are GPCRs. NPY can modify its own release and that of the other transmitters via presyn-
aptic receptors of the Y, type. NPY is removed from the synapse by metabolic breakdown by peptidases. ATP produces its effects by
activating P2X receptors or P2Y receptors. P2X receptors are ligand-gated ion channels; P2Y receptors are GPCRs. There are multiple
subtypes of both P2X and P2Y receptors. As with the other cotransmitters, ATP can act prejunctionally to modify its own release via
receptors for ATP or via its metabolic breakdown to adenosine that acts on P1 (adenosine) receptors. ATP is cleared from the synapse
primarily by releasable nucleotidases (rNTPase) and by cell-fixed ectonucleotidases.
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adrenal cortex. The intra-adrenal portal vascular system carries
the corticosteroids directly to the adrenal medullary chromaffin
cells, where they induce the synthesis of PNMT (Figure 6—4). The
activities of both tyrosine hydroxylase and DSH also are
increased in the adrenal medulla when the secretion of glucocorti-
coids is stimulated (Carroll et al., 1991; Viskupic et al., 1994).
Thus, any stress that persists sufficiently to evoke an enhanced
secretion of corticotropin mobilizes the appropriate hormones of
both the adrenal cortex (predominantly cortisol in humans) and
medulla (epinephrine). This remarkable relationship is present only
in certain mammals, including humans, in which the adrenal chro-
maffin cells are enveloped entirely by steroid-secreting cortical
cells. In the dogfish, for example, where the chromaffin cells and
steroid-secreting cells are located in independent, noncontiguous
glands, epinephrine is not formed. Nonetheless, there is evidence
indicating that PMINT is expressed in mammalian tissues such as
brain, heart, and lung, leading to extra-adrenal epinephrine synthesis
(Kennedy et al., 1993).

In addition to its de novo synthesis, norepinephrine stores in
the terminal portions of the adrenergic fibers are also replenished
by active transport of norepinephrine previously released to the
extracellular fluid by the norepinephrine transporter (NET, origi-
nally named uptake 1) (see below). To effect the reuptake of nor-
epinephrine into adrenergic nerve terminals and to maintain the
concentration gradient of norepinephrine within the vesicles, at
least two distinct carrier-mediated transport systems are involved:
one across the axoplasmic membrane from the extracellular fluid
to the cytoplasm mentioned earlier and the other from the cyto-
plasm into the storage vesicles, the vesicular monoamine trans-
porter (VMAT-2).

Uptake by the NET is more important than extraneuronal uptake
and metabolism of norepinephrine released by neurons. It has been
estimated that the sympathetic nerves as a whole remove approxi-
mately 87% of released norepinephrine by NET compared with 5%
by extraneuronal uptake (ENT, uptake 2; see below) and 8% diffu-
sion to the circulation. In contrast, clearance of circulating catechol-
amines is primarily by nonneuronal mechanisms, with liver and kid-
ney accounting for over 60% of the clearance of circulating
catecholamines. Because the VMAT-2 has a much higher affinity
for norepinephrine than does monoamine oxidase (MAO), over 70%
of recaptured norepinephrine is sequestered into storage vesicles
(Eisenhofer, 2001).

Storage of Catecholamines. Catecholamines are stored
in vesicles, ensuring their regulated release; this storage
decreases intraneuronal metabolism of these transmitters
and their leakage outside the cell. The vesicular amine
transporter (VMAT-2) extensively appears to be driven
by pH and potential gradients that are established by an
ATP-dependent proton translocase. For every molecule of
amine taken up, two H* ions are extruded (Brownstein
and Hoffman, 1994). Monoamine transporters are rela-
tively promiscuous and transport dopamine, norepineph-
rine, epinephrine, and serotonin, for example, as well as
meta-iodobenzylguanidine, can be used to image chroma-
ffin cell tumors (Schuldiner, 1994). Reserpine inhibits
monoamine transport into storage vesicles and ultimately
leads to depletion of catecholamine from sympathetic

nerve endings and in the brain. Several vesicular transport
cDNAs have been cloned; these cDNAs reveal open read-
ing frames predictive of proteins with 12 transmembrane
domains (see Chapter 2). Regulation of the expression of
these various transporters may be important in the regula-
tion of synaptic transmission (Varoqui and Erickson,
1997).

There are two neuronal membrane transporters for
catecholamines, the norepinephrine transporter (NET)
mentioned earlier and the dopamine transporter (DAT);
their characteristics are depicted in Table 6-5. The NET is
also present in the adrenal medulla, the liver, and the pla-
centa, whereas the DAT is present in the stomach, pancre-
as, and kidney (Eisenhofer, 2001).

NET is Na*-dependent and is blocked selectively by
a number of drugs, including cocaine and tricyclic
antidepressants such as imipramine. This transporter
has a high affinity for norepinephrine and a somewhat
lower affinity for epinephrine (Table 6-5); the synthet-
ic B adrenergic receptor agonist isoproterenol is not a
substrate for this system. A number of highly specific
neurotransmitter transporters have been identified. High-
affinity transporters include those for dopamine, norepi-
nephrine, serotonin, and a variety of amino acid trans-
mitters (Amara and Kuhar, 1993; Brownstein and Hoffman,
1994; Masson et al., 1999). These transporters are mem-
bers of an extended family sharing common structural
motifs, particularly the putative 12-transmembrane heli-
ces. These plasma membrane transporters appear to have
greater substrate specificity than do vesicular transport-
ers and may be viewed as targets (“receptors”) for spe-
cific drugs such as cocaine (dopamine transporter) or
fluoxetine (serotonin transporter).

Certain sympathomimetic drugs (e.g., ephedrine and
tyramine) produce some of their effects indirectly by dis-
placing norepinephrine from the nerve terminals to the
extracellular fluid, where it then acts at receptor sites of
the effector cells. The mechanisms by which these drugs
release norepinephrine from nerve endings are complex.
All such agents are substrates for NET. As a result of their
transport across the neuronal membrane and release into
the axoplasm, they make carrier available at the inner sur-
face of the membrane for the outward transport of norepi-
nephrine (“facilitated exchange diffusion”). In addition,
these amines are able to mobilize norepinephrine stored in
the vesicles by competing for the vesicular uptake pro-
cess. Reserpine, which depletes vesicular stores of norepi-
nephrine, also inhibits this uptake mechanism, but in con-
trast with the indirect-acting sympathomimetic amines, it
enters the adrenergic nerve ending by passive diffusion
across the axonal membrane.
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Table 6-5
Characteristics of Transporters for Endogenous Catecholamines
TYPE OF SUBSTRATE
TRANSPORTER SPECIFICITY TISSUE REGION/CELL TYPE INHIBITORS
Neuronal
NET DA > NE > Epi All sympathetically Sympathetic nerves Desipramine,
innervated tissue cocaine,
Adrenal medulla Chromaffin cells nisoxetine
Liver Capillary endothelial cells
Placenta Syncytiotrophoblast
DAT DA >> NE > Epi Kidney Endothelium Cocaine,
Stomach Parietal and endothelial cells imazindol
Pancreas Pancreatic duct
Nonneuronal:
OCT 1 DA =Epi >> NE Liver Hepatocytes Isocyanines;
Intestine Epithelial cells corticosterone
Kidney (not human)  Distal tubule
OCT 2 DA >> NE > Epi Kidney Medullary proximal and Isocyanines;
distal tubules corticosterone
Brain Glial cells of DA-rich
regions, some non-adre-
nergic neurons
ENT (OCT 3) Epi>>NE>DA  Liver Hepatocytes Isocyanines;
Brain Glial cells, others corticosterone;
Heart Myocytes O-methyl-
Blood vessels Endothelial cells isoproterenol
Kidney Cortex, proximal and
distal tubules
Placenta Syncytiotrophoblasts
(basal membrane)
Retina Photoreceptors, ganglion

amacrine cells

ABBREVIATIONS: NET, norepinephrine transporter, originally known as uptake 1; DAT, dopamine transporter; ENT (OCT3), extraneuronal transporter,
originally known as uptake 2; OCT 1, OCT 2, organic cation transporters; Epi, epinephrine; NE, norepinephrine; DA, dopamine.

The actions of indirect-acting sympathomimetic amines are
subject to tachyphylaxis. For example, repeated administration of
tyramine results in rapidly decreasing effectiveness, whereas
repeated administration of norepinephrine does not reduce effec-
tiveness and, in fact, reverses the tachyphylaxis to tyramine.
Although these phenomena have not been explained fully, several
hypotheses have been proposed. One possible explanation is that
the pool of neurotransmitter available for displacement by these
drugs is small relative to the total amount stored in the sympathet-
ic nerve ending. This pool is presumed to reside in close proximity
to the plasma membrane, and the norepinephrine of such vesicles
may be replaced by the less potent amine following repeated
administration of the latter substance. In any case, neurotransmit-
ter release by displacement is not associated with the release of

DSH and does not require extracellular Ca?*; thus, it is presumed
not to involve exocytosis.

There are also three extraneuronal transporters that
handle a wide range of endogenous and exogenous sub-
strates. The extraneuronal amine transporter (ENT), origi-
nally named uptake-2 and also designated OCT3, is an
organic cation transporter. Relative to NET, ENT exhibits
lower affinity for catecholamines, favors epinephrine over
norepinephrine or dopamine, and shows a higher maxi-
mum rate of catecholamine uptake. The ENT is not Na*-
dependent and displays a completely different profile of
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pharmacological inhibition. Other members of this family
are the organic cation transporters OCT1 and OCT2 (see
Chapter 2). All three can transport catecholamines in
addition to a wide variety of other organic acids, includ-
ing serotonin, histamine, choline, spermine, guanidine,
and creatinine (Eisenhofer, 2001). The characteristics and
location of the nonneuronal transporters are summarized
in Table 6-5.

Release of Catecholamines. The full sequence of steps
by which the nerve impulse effects the release of norepi-
nephrine from sympathetic neurons is not known. In the
adrenal medulla, the triggering event is the liberation of
ACh by the preganglionic fibers and its interaction with
nicotinic receptors on chromaffin cells to produce a
localized depolarization; a subsequent step is the entrance
of Ca?* into these cells, which results in the extrusion by
exocytosis of the granular contents, including epineph-
rine, ATP, some neuroactive peptides or their precur-
sors, chromogranins, and DSH. Influx of Ca?* likewise
plays an essential role in coupling the nerve impulse,
membrane depolarization, and opening of voltage-gated
Ca?* channels with the release of norepinephrine at sym-
pathetic nerve terminals. Blockade of N-type Ca** chan-
nels leads to hypotension likely owing to inhibition of
norepinephrine release. Ca**-triggered secretion involves
interaction of highly conserved molecular scaffolding
proteins leading to docking of granules at the plasma
membrane and ultimately leading to secretion (Aunis,
1998).

Reminiscent of the release of ACh at cholinergic terminals,
various synaptic proteins, including the plasma membrane proteins
syntaxin and synaptosomal protein 25kDa (SNAP-25), and the
vesicle membrane protein synaptobrevin form a complex that
interacts in an ATP-dependent manner with the soluble proteins N-
ethylmaleimide-sensitive fusion protein (NSF) and soluble NSF
attachment proteins (SNAPs). The ability of synaptobrevin, syn-
taxin, and SNAP-25 to bind SNAPs has led to their designation as
SNAP receptors (SNARES). It has been hypothesized that most, if
not all, intracellular fusion events are mediated by SNARE inter-
actions (Boehm and Kubista, 2002). As with cholinergic neu-
rotransmission, important evidence supporting the involvement of
SNARE proteins (e.g., SNAP-25, syntaxin, and synaptobrevin) in
transmitter release comes from the fact that botulinum neurotoxins
and tetanus toxin, which potently block neurotransmitter release,
proteolyse these proteins.

Enhanced activity of the sympathetic nervous system is accom-
panied by an increased concentration of both DSH and chromo-
granins in the circulation, supporting the argument that the process
of release following adrenergic nerve stimulation also involves
exocytosis.

Adrenergic fibers can sustain the output of norepinephrine dur-
ing prolonged periods of stimulation without exhausting their

reserve supply, provided that synthesis and uptake of the transmitter
are unimpaired. To meet increased needs for norepinephrine, acute
regulatory mechanisms are evoked involving activation of tyrosine
hydroxylase and DSH (see above).

Prejunctional Regulation of
Norepinephrine Release

The release of the three sympathetic cotransmitters can be
modulated by prejunctional autoreceptors and heterore-
ceptors. Following their release from sympathetic termi-
nals, all three cotransmitters—norepinephrine, neuropep-
tide Y (NPY), and ATP—can feedback on prejunctional
receptors to inhibit the release of each other (Westfall, et
al., 2002; Westfall, 2004). The most thoroughly studied
have been prejunctional ¢, adrenergic receptors. The o,
and o, adrenergic receptors are the principal prejunction-
al receptors that inhibit sympathetic neurotransmitter
release, whereas the o,; adrenergic receptors also may
inhibit transmitter release at selected sites. Antagonists
of this receptor, in turn, can enhance the electrically
evoked release of sympathetic neurotransmitter. NPY,
acting on Y, receptors, and ATP-derived adenosine, act-
ing on PI receptors, also can inhibit sympathetic neu-
rotransmitter release. Numerous heteroreceptors on sym-
pathetic nerve varicosities also inhibit the release of
sympathetic neurotransmitters; these include: M, and M,
muscarinic, serotonin, PGE,, histamine, enkephalin, and
dopamine receptors. Enhancement of sympathetic neu-
rotransmitter release can be produced by activation of 3,
adrenergic receptors, angiotensin II receptors, and nACh
receptors. All these receptors can be targets for agonists
and antagonists.

Termination of the Actions of Catecholamines.
The actions of norepinephrine and epinephrine are ter-
minated by (1) reuptake into nerve terminals by NET;
(2) dilution by diffusion out of the junctional cleft and
uptake at extraneuronal sites by ENT, OCT 1, and OCT
2; and (3) metabolic transformation. Two enzymes are
important in the initial steps of metabolic transformation
of catecholamines—monoamine oxidase (MAO) and
catechol-O-methyltransferase (COMT). In addition,
catecholamines are metabolized by sulfotransferases
(Dooley, 1998) (see Chapter 3). However, termination of
action by a powerful degradative enzymatic pathway,
such as that provided by AChE at sites of cholinergic
transmission, is absent from the adrenergic nervous sys-
tem. The importance of neuronal reuptake of catechol-
amines is shown by observations that inhibitors of this
process (e.g., cocaine and imipramine) potentiate the
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effects of the neurotransmitter; inhibitors of MAO and
COMT have relatively little effect. However, MAO
metabolizes transmitter that is released within the nerve
terminal. COMT, particularly in the liver, plays a major
role in the metabolism of endogenous circulating and
administered catecholamines.

Both MAO and COMT are distributed widely throughout the
body, including the brain; the highest concentrations of each are
in the liver and the kidney. However, little or no COMT is found
in sympathetic neurons. In the brain, there is also no significant
COMT in presynaptic terminals, but it is found in some postsyn-
aptic neurons and glial cells. In the kidney, COMT is localized in
proximal tubular epithelial cells, where dopamine is synthesized,
and is thought to exert local diuretic and natriuretic effects. The
physiological substrates for COMT include L-dopa, all three
endogenous catecholamines (dopamine, norepinephrine, and epi-
nephrine), their hydroxylated metabolites, catecholestrogens,
ascorbic acid, and dihydroxyindolic intermediates of melanin
(see review by Minnisto and Kaakkola, 1999). There are distinct
differences in the cytological locations of the two enzymes;
MADO is associated chiefly with the outer surface of mitochon-
dria, including those within the terminals of sympathetic or cen-
tral noradrenergic neuronal fibers, whereas COMT is largely
cytoplasmic. These factors are of importance both in determining
the primary metabolic pathways followed by catecholamines in
various circumstances and in explaining the effects of certain
drugs. Two different isozymes of MAO (MAO-A and MAO-B)
are found in widely varying proportions in different cells in the
CNS and in peripheral tissues. In the periphery, MAO-A is locat-
ed in the syncytiotrophoblast layer of term placenta and liver,
whereas MAO-B is located in platelets, lymphocytes, and liver.
In the brain, MAO-A is located in all regions containing cate-
cholamines, with the highest abundance in the locus ceruleus.
MAO-B, on the other hand, is found primarily in regions that are
known to synthesize and store serotonin. MAO-B is most promi-
nent in the nucleus raphe dorsalis but also in the posterior hypo-
thalamus and in glial cells in regions known to contain nerve ter-
minals. MAO-B is also present in osteocytes around blood
vessels (Abell and Kwan, 2001). Selective inhibitors of these
two isozymes are available (see Chapter 17). Irreversible antago-
nists of MAO-A (e.g., phenelzine, tranylcypromine, and isocar-
boxazid) enhance the bioavailability of tyramine contained in
many foods; tyramine-induced norepinephrine release from sym-
pathetic neurons may lead to markedly increased blood pressure
(hypertensive crisis). Selective MAO-B inhibitors (e.g., sele-
giline) or reversible MAO-A-selective inhibitors (e.g., moclobe-
mide) are less likely to cause this potential interaction (Volz and
Geiter, 1998; Wouters, 1998). MAO inhibitors are useful in the
treatment of Parkinson’s disease and mental depression (see
Chapters 17 and 20).

Most of the epinephrine and norepinephrine that enters the circu-
lation—from the adrenal medulla or following administration or that
is released by exocytosis from sympathetic fibers—is methylated by
COMT to metanephrine or normetanephrine, respectively (Figure
6-6). Norepinephrine that is released intraneuronally by drugs such
as reserpine is deaminated initially by MAO to 3.4-dihydroxy-
phenylglycolaldehyde (DOPGAL) (Figure 6-6). The aldehyde is
reduced by aldehyde reductase to 3,4-dihydroxyphenylethylene gly-
col (DOPEG) or is oxidized by aldehyde dehydrogenase to form

3,4-dihydroxymandelic acid (DOMA). 3-Methoxy-4-hydroxyman-
delic acid [generally but incorrectly called vanillylmandelic acid
(VMA)] is the major metabolite of catecholamines excreted in the
urine. The corresponding product of the metabolic degradation of
dopamine, which contains no hydroxyl group in the side chain, is
homovanillic acid (HVA). Other metabolic reactions are described
in Figure 6-6. Measurement of the concentrations of catecholamines
and their metabolites in blood and urine is useful in the diagnosis of
pheochromocytoma, a catecholamine-secreting tumor of the adrenal
medulla.

Inhibitors of MAO (e.g., pargyline and nialamide) can cause an
increase in the concentration of norepinephrine, dopamine, and 5-
HT in the brain and other tissues accompanied by a variety of phar-
macological effects. No striking pharmacological action in the
periphery can be attributed to the inhibition of COMT. However,
the COMT inhibitors entacapone and tocapone have been found to
be efficacious in the therapy of Parkinson’s disease (Chong and
Mersfelder, 2000) (see Chapter 20).

Classification of Adrenergic Receptors. Crucial to under-
standing the remarkably diverse effects of the catechol-
amines and related sympathomimetic agents is an
understanding of the classification and properties of the
different types of adrenergic receptors (or adrenocep-
tors). Elucidation of the characteristics of these recep-
tors and the biochemical and physiological pathways
they regulate has increased our understanding of the
seemingly contradictory and variable effects of cate-
cholamines on various organ systems. Although struc-
turally related (see below), different receptors regulate
distinct physiological processes by controlling the syn-
thesis or release of a variety of second messengers
(Tables 6-6 and 6-7).

Based on studies of the abilities of epinephrine, norepineph-
rine, and other related agonists to regulate various physiological
processes, Ahlquist first proposed the existence of more than one
adrenergic receptor. It was known that these drugs could cause
either contraction or relaxation of smooth muscle depending on
the site, the dose, and the agent chosen. For example, norepineph-
rine was known to have potent excitatory effects on smooth mus-
cle and correspondingly low activity as an inhibitor; isoproterenol
displayed the opposite pattern of activity. Epinephrine could both
excite and inhibit smooth muscle. Thus, Ahlquist proposed the
designations « and f3 for receptors on smooth muscle where cate-
cholamines produce excitatory and inhibitory responses, respec-
tively. An exception is the gut, which generally is relaxed by acti-
vation of either o or f3 receptors. The rank order of potency of
agonists is isoproterenol > epinephrine > norepinephrine for f3
adrenergic receptors and epinephrine > norepinephrine >> isopro-
terenol for o adrenergic receptors (Table 6-3). This initial classifi-
cation was corroborated by the finding that certain antagonists
produce selective blockade of the effects of adrenergic nerve
impulses and sympathomimetic agents at o receptors (e.g., phe-
noxybenzamine), whereas others produce selective J receptor
blockade (e.g., propranolol).

B Receptors later were subdivided into f3; (e.g., those in the
myocardium) and 3, (smooth muscle and most other sites) because
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Figure 6—6. Steps in the metabolic disposition of catecholamines. Norepinephrine and epinephrine are first oxidatively deaminat-
ed by monoamine oxidase (MAO) to 3,4-dihydroxyphenylglycoaldehyde (DOPGAL) and then either reduced to 3,4-dihydroxyphenyl-
ethylene glycol (DOPEG) or oxidized to 3,4-dihydroxymandelic acid (DOMA). Alternatively, they can be methylated initially by cate-
chol-O-methyltransferase (COMT) to normetanephrine and metanephrine, respectively. Most of the products of either type of reaction
then are metabolized by the other enzyme to form the major excretory products in blood and urine, 3-methoxy-4-hydroxyphenylethyl-
ene glycol (MOPEG or MHPG) and 3-methoxy-4-hydroxymandelic acid (VMA). Free MOPEG is largely converted to VMA. The
glycol and, to some extent, the O-methylated amines and the catecholamines may be conjugated to the corresponding sulfates or glu-

curonides. (Modified from Axelrod, 1966, and others.)

epinephrine and norepinephrine essentially are equipotent at the
former sites, whereas epinephrine is 10 to 50 times more potent than
norepinephrine at the latter. Antagonists that discriminate between
B, and f3, receptors subsequently were developed (see Chapter 10).
A human gene that encodes a third 3 receptor (designated f;) has
been isolated (Emorine et al., 1989; Granneman et al., 1993). Since
the f3; receptor is about tenfold more sensitive to norepinephrine
than to epinephrine and is relatively resistant to blockade by antago-
nists such as propranolol, it may mediate responses to catechola-
mine at sites with “atypical” pharmacological characteristics (e.g.,

adipose tissue). Although the adipocytes are a major site of f3; adre-
nergic receptors, all three 3 adrenergic receptors are present in both
white adipose tissue (WAT) and brown adipose tissue (BAT). Ani-
mals treated with f3; receptor agonists exhibit a vigorous thermogen-
ic response as well as lipolysis (Robidoux et al., 2004). Polymor-
phisms in the f3; receptor gene may be related to risk of obesity or
type 2 diabetes in some populations (Arner and Hoffstedt, 1999).
Also, there has been interest in the possibility that f;-receptor—
selective agonists may be beneficial in treating these disorders
(Weyer et al., 1999).
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Table 6-6
Characteristics of Subtypes of Adrenergic Receptors”
RECEPTOR  AGONISTS ANTAGONISTS TISSUE RESPONSES
o, Epi 2 NE >>1Iso  Prazosin Vascular smooth muscle Contraction
Phenylephrine GU smooth muscle Contraction
Liver* Glycogenolysis; gluconeogenesis
Intestinal smooth muscle Hyperpolarization and relaxation
Heart Increased contractile force;
arrhythmias
o, Epi2NE >>1Iso  Yohimbine Pancreatic islets (3 cells) Decreased insulin secretion
Clonidine Platelets Aggregation
Nerve terminals Decreased release of NE
Vascular smooth muscle Contraction
B Iso > Epi =NE Metoprolol Juxtaglomerular cells Increased renin secretion
Dobutamine CGP 20712A  Heart Increased force and rate of con-
traction and AV nodal con-
duction velocity
B, Iso>Epi>>NE ICI 118551 Smooth muscle (vascular, Relaxation
Terbutaline bronchial, GI, and GU)
Skeletal muscle Glycogenolysis; uptake of K*
Liver* Glycogenolysis; gluconeogenesis
Bt Iso =NE > Epi ICI 118551 Adipose tissue Lipolysis
BRL 37344 CGP 20712A

ABBREVIATIONS: Epi, epinephrine; NE, norepinephrine; Iso, isoproterenol; Gl, gastrointestinal; GU, genitourinary. “This table provides examples of
drugs that act on adrenergic receptors and of the location of subtypes of adrenergic receptors. "At least three subtypes each of ; and ¢, adrenergic
receptors are known, but distinctions in their mechanisms of action have not been clearly defined. In some species (e.g., rat), metabolic responses in
the liver are mediated by o adrenergic receptors, whereas in others (e.g., dog) f3, adrenergic receptors are predominantly involved. Both types of
receptors appear to contribute to responses in human beings. YMetabolic responses in adipocytes and certain other tissues with atypical pharmacologi-
cal characteristics may be mediated by this subtype of receptor. Most 3 adrenergic receptor antagonists (including propranolol) do not block these

responses.

The heterogeneity of o adrenergic receptors also is now
appreciated. The initial distinction was based on functional and
anatomical considerations when it was realized that norepineph-
rine and other a-adrenergic receptors could profoundly inhibit
the release of norepinephrine from neurons (Westfall, 1977) (Fig-
ure 6-5). Indeed, when sympathetic nerves are stimulated in the
presence of certain « receptor antagonists, the amount of norepi-
nephrine liberated by each nerve impulse increases markedly.
This feedback-inhibitory effect of norepinephrine on its release
from nerve terminals is mediated by o receptors that are pharma-
cologically distinct from the classical postsynaptic o receptors.
Accordingly, these presynaptic « adrenergic receptors were des-
ignated ,, whereas the postsynaptic “excitatory” o receptors
were designated ¢, (see Langer, 1997). Compounds such as
clonidine are more potent agonists at ¢, than at ¢, receptors; by
contrast, phenylephrine and methoxamine selectively activate
postsynaptic ¢, receptors. Although there is little evidence to
suggest that o adrenergic receptors function presynaptically in
the autonomic nervous system, it now is clear that o, receptors

also are present at postjunctional or nonjunctional sites in several
tissues. For example, stimulation of postjunctional o, receptors
in the brain is associated with reduced sympathetic outflow from
the CNS and appears to be responsible for a significant compo-
nent of the antihypertensive effect of drugs such as clonidine (see
Chapter 10). Thus, the anatomical concept of prejunctional o,
and postjunctional ¢, adrenergic receptors has been abandoned in
favor of a pharmacological and functional classification (Table 6-6
and 6-8).

Cloning revealed additional heterogeneity of both «; and «,
adrenergic receptors (Bylund, 1992). There are three pharmaco-
logically defined o receptors (o ,, o4, and o) with distinct
sequences and tissue distributions (Tables 6-6 and 6-8). There are
also three cloned subtypes of ¢, receptors (,,, 0L, and 0c)
(Table 6-8). Distinct patterns of distribution of these subtypes
exist.

Owing to the lack of sufficiently subtype-selective ligands, the
precise physiological function and therapeutic potential of the sub-
types of adrenergic receptors have not been elucidated fully. Great
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Table 6-7
Adrenergic Receptors and Their Effector Systems

EXAMPLES OF SOME

ADRENERGIC BIOCHEMICAL
RECEPTOR G PROTEIN EFFECTORS
B G, T adenylyl cyclase,
T L-type Ca?*
channels
B, G, T adenylyl cyclase
By G, T adenylyl cyclase
o, Subtypes G, T phospholipase C
G, T phospholipase D
G, G/G, T phospholipase A,
G, 2 T Ca?* channels
o, Subtypes  Gj ;5 o3  adenylyl cyclase
G, (Bysubunits) T K* channels

| Ca2* channels
(L- and N-type)
? TPLC, PLA,

o

advances in our understanding have been made through the use of
genetic approaches using transgenic and receptor knockout experi-
ments in mice (discussed below). These mouse models have been
used to identify the particular receptor subtypes and pathophysio-
logical relevance of individual adrenergic receptors subtypes (Stein-
berg, 2002; Tanoue et al., 2002a, 2002b, 2002c; Hein and Schmitt,
2003; Philipp and Hein, 2004).

Molecular Basis of Adrenergic Receptor Func-
tion. All of the adrenergic receptors are GPCRs that
link to heterotrimeric G proteins. Each major type shows
preference for a particular class of G proteins, i.e., o, to
Gy, @, to G;, and B to G (Table 6-7). The responses that
follow activation of all types of adrenergic receptors
result from G protein—mediated effects on the generation
of second messengers and on the activity of ion chan-
nels. As discussed in Chapter 1, these systems involve
three interacting proteins—the GPCR, the coupling G
protein, and effector enzymes or ion channels. The path-
ways overlap broadly with those discussed for muscarin-
ic acetylcholine receptors and are summarized in Table
6-7.

Structure of Adrenergic Receptors. Adrenergic receptors
constitute a family of closely related proteins that are
related both structurally and functionally to GPCRs for a
wide variety of other hormones and neurotransmitters
(Lefkowitz, 2000). The GPCR family includes the musca-
rinic ACh receptors and the visual “photon receptor”

rhodopsin (see Chapter 1). Ligand binding, site-directed
labeling, and mutagenesis have revealed that the con-
served membrane-spanning regions are crucially involved
in ligand binding (Strader et al., 1994; Hutchins, 1994).
These regions appear to create a ligand-binding pocket
analogous to that formed by the membrane-spanning
regions of rhodopsin to accommodate the covalently
attached chromophore, retinal, with molecular models
placing catecholamines either horizontally (Strader et al.,
1994) or perpendicularly (Hutchins, 1994) in the bilayer.
The crystal structure of mammalian rhodopsin confirms a
number of predictions about the structure of GPCRs (Pal-
czewski et al., 2000).

B Adrenergic Receptors. The three [ receptors share
approximately 60% amino acid sequence identity within
the presumed membrane-spanning domains where the
ligand-binding pocket for epinephrine and norepinephrine
is found. Based on results of site-directed mutagenesis,
individual amino acids in the 3, receptor that interact with
each of the functional groups on the catecholamine agonist
molecule have been identified.

B Receptors regulate numerous functional responses,
including heart rate and contractility, smooth muscle relax-
ation, and multiple metabolic events (Table 6-1). All three
of the f3 receptor subtypes (3, f3, and f3;) couple to G, and
activate adenylyl cyclase (Table 6-7). However, recent data
suggest differences in downstream signals and events acti-
vated by the three B receptors (Lefkowitz, 2000; Ma and
Huang, 2002). Catecholamines promote [3 receptor feedback
regulation, i.e., desensitization and receptor down-regulation
(Kohout and Lefkowitz, 2003). B Receptors differ in the
extent to which they undergo such regulation, with the 3,
receptor being the most susceptible. Stimulation of f adre-
nergic receptors leads to the accumulation of cyclic AMP,
activation of the PKA, and altered function of numerous cel-
lular proteins as a result of their phosphorylation (see Chap-
ter 1). In addition, G, can enhance directly the activation of
voltage-sensitive Ca?* channels in the plasma membrane of
skeletal and cardiac muscle.

Several reports demonstrate that 3, f3,, and 3; receptors differ in
their intracellular signaling pathways and subcellular location. While
the positive chronotropic effects of f3, receptor activation are clearly
mediated via G, in myocytes, dual coupling of f3, receptors to G, and
G, occurs in myocytes from newborn mice. Stimulation of f3, receptors
caused a transient increase in heart rate that is followed by a prolonged
decrease. Following pretreatment with pertussis toxin, which prevents
activation of G, the negative chronotropic effect of 3, activation is
abolished. It is thought that these specific signaling properties of f3
receptor subtypes are linked to subtype-selective association with intra-
cellular scaffolding and signaling proteins (Baillie and Houslay, 2005).
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Table 6-8
Subtypes of Adrenergic Receptors

GENE LOCATION IN

SUBTYPE HUMAN CHROMOSOME  TISSUE LOCALIZATION SUBTYPE DOMINANT EFFECTS
O A 8 Heart, liver, cerebellum cere-  Predominant receptor causing contraction of
bral cortex, prostate, lung, smooth muscle including vasoconstriction in
vas deferens, blood vessels numerous arteries and veins.
With ¢, promotes cardiac growth and
structure
O 5 Kidney, spleen, lung, cerebral ~Most abundant subtype in heart; with ¢ ,
cortex, blood vessels promotes cardiac growth and structure
O 20 Platelets, cerebral cortex, Predominant receptor causing vasoconstric-
prostate, hippocampus, tion in the aorta and coronary arteries
aorta, coronary arteries
Oha 10 Platelets, cerebral cortex, Predominant inhibitory autoreceptor in sym-
locus ceruleus, spinal cord, pathetic nerve varicosities
sympathetic neurons; auto- Predominant receptor mediating ¢, agonist—
nomic ganglia induced antinociception, sedation,
hypotension, and hypothermia
g 2 Liver, kidney, blood vessels Predominant receptor mediating ¢,-induced
vasoconstriction
O 4 Cerebral cortex Predominant receptor modulating dopamine
neurotransmission
Predominant inhibitory receptor on adrenal
medulla
B 104240426 Heart, kidney, adipocytes, Predominant receptor in heart producing
other tissues + inotropic and chronotropic effects
B, S5430-q32 Heart; vascular, bronchial, Prominent receptor in smooth muscle
and GI smooth muscle; producing relaxation; highly polymorphic
glands; leukocytes;
hepatocytes
By 8o12-p112 Adipose tissue, GI tract, other ~ Prominent adrenergic receptor producing
tissue metabolic effects

B, Receptors normally are confined to caveolae in cardiac myocyte
membranes. The activation of PKA by AMP and the importance of
compartmentation of components of the cyclic AMP pathway are dis-
cussed in Chapter 1.

o Adrenergic Receptors. The deduced amino acid
sequences from the three o receptor genes (¢, O,
and o) and three o, receptor genes (0,,, by, and
0,c) conform to the well-established GPCR paradigm
(Zhong and Minneman, 1999; Bylund, 1992). While not
as thoroughly investigated as f receptors, the general
structural features and their relation to the functions of
ligand binding and G protein activation appear to agree
with those set forth in Chapter 1 and above for the S

receptors. Within the membrane-spanning domains, the
three o, adrenergic receptors share approximately 75%
identity in amino acid residues, as do the three «,
receptors, but the o; and o, subtypes are no more simi-
lar than are the o and [ subtypes (approximately 30% to
40%).

o, Adrenergic Receptors. As shown in Table 6-7, o, receptors
couple to a variety of effectors (Aantaa et al., 1995; Bylund,
1992). Inhibition of adenylyl cyclase activity was the first effect
observed, but in some systems the enzyme actually is stimulated
by o, adrenergic receptors, either by G; By subunits or by weak
direct stimulation of G,. The physiological significance of these
latter processes is not currently clear. o, Receptors activate G pro-
tein—gated K* channels, resulting in membrane hyperpolarization.
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In some cases (e.g., cholinergic neurons in the myenteric plexus)
this may be Ca’*-dependent, whereas in others (e.g., muscarinic
ACh receptors in atrial myocytes) it results from direct interaction
of By subunits with K* channels. o, Receptors also can inhibit
voltage-gated Ca?* channels; this is mediated by G,. Other second-
messenger systems linked to o, receptor activation include accel-
eration of Na*/H* exchange, stimulation of phospholipase Cg,
activity and arachidonic acid mobilization, increased phosphoino-
sitide hydrolysis, and increased intracellular availability of Ca”*.
The latter is involved in the smooth muscle—contracting effect of
o, adrenergic receptor agonists. In addition, the o, receptors acti-
vate mitogen-activated protein kinases (MAPKSs) likely via By sub-
units released from pertussis toxin—sensitive G proteins (Della
Rocca et al., 1997; Richman and Regan, 1998). This and related
pathways lead to activation of a variety of tyrosine kinase—mediat-
ed downstream events. These pathways are reminiscent of path-
ways activated by tyrosine kinase activities of growth factor recep-
tors. Although «, receptors may activate several different
signaling pathways, the exact contribution of each to many physi-
ological processes is not clear. The a,, receptor plays a major role
in inhibiting norepinephrine release from sympathetic nerve end-
ings and suppressing sympathetic outflow from the brain, leading
to hypotension (MacMillan et al., 1996; Docherty, 1998; Kable et
al., 2000).

In the CNS, o, receptors, which appear to be the most domi-
nant adrenergic receptor, probably produce the antinociceptive
effects, sedation, hypothermia, hypotension, and behavioral actions
of o, agonists (Lakhlani er al., 1997). The o, receptor occurs in
the ventral and dorsal striatum and hippocampus. It appears to
modulate dopamine neurotransmission and various behavioral
responses. The o, receptor is the main receptor mediating -
induced vasoconstriction, whereas the o, receptor is the predomi-
nant receptor inhibiting the release of catecholamines from the
adrenal medulla and modulating dopamine neurotransmission in
the brain.

oy Adrenergic Receptors. Stimulation of ¢ receptors results in
the regulation of multiple effector systems. A primary mode of
signal transduction involves activation of the G,-PLCj-IP;-Ca®*
pathway and the activation of other Ca®* and calmodulin sensi-
tive pathways such as CaM kinases (see Chapter 1). For example,
«, receptors regulate hepatic glycogenolysis in some animal spe-
cies; this effect results from the activation of phosphorylase
kinase by the mobilized Ca?*, aided by the inhibition of glycogen
synthase caused by PKC-mediated phosphorylation. PKC phos-
phorylates many substrates, including membrane proteins such as
channels, pumps, and ion-exchange proteins (e.g., Ca’*-transport
ATPase). These effects presumably lead to regulation of various
ion conductances.

o, Receptor stimulation of phospholipase A, leads to the release
of free arachidonate, which is then metabolized via the cyclooxy-
genase and lipoxygenase pathways to the bioactive prostaglandins
and leukotrienes, respectively (see Chapter 25). Stimulation of
phospholipase A, activity by various agonists (including epineph-
rine acting at ¢, receptors) is found in many tissues and cell lines,
suggesting that this effector is physiologically important. Phospholi-
pase D hydrolyzes phosphatidylcholine to yield phosphatidic acid
(PA). Although PA itself may act as a second messenger by releas-
ing Ca”* from intracellular stores, it also is metabolized to the sec-
ond messenger DAG. Phospholipase D is an effector for ADP-ribo-
sylating factor (ARF), suggesting that phospholipase D may play a
role in membrane trafficking. Finally, some evidence in vascular

smooth muscle suggests that ¢, receptors are capable of regulating a
Ca?* channel via a G protein.

In most smooth muscles, the increased concentration of intracell-
ular Ca?* ultimately causes contraction as a result of activation of
Ca’*-sensitive protein kinases such as the calmodulin-dependent
myosin light-chain kinase; phosphorylation of the light chain of
myosin is associated with the development of tension (Stull er al.,
1990). In contrast, the increased concentration of intracellular Ca**
that result from stimulation of ¢, receptors in gastrointestinal smooth
muscle causes hyperpolarization and relaxation by activation of
Ca’*-dependent K* channels (McDonald et al., 1994).

As with o, receptors, there is considerable evidence demon-
strating that o receptors activate MAPKSs and other kinases such
as PI3 kinase leading to important effects on cell growth and pro-
liferation (Dorn and Brown, 1999; Gutkind, 1998). For example,
prolonged stimulation of ¢, receptors promotes growth of cardiac
myocytes and vascular smooth muscle cells. The o, receptor is
the predominant receptor causing vasoconstriction in many vas-
cular beds, including the following arteries: mammary, mesenter-
ic, splenic, hepatic, omental, renal, pulmonary, and epicardial
coronary. It is also the predominant subtype in the vena cava and
the saphenous and pulmonary veins (Michelotti et al., 2001).
Together with the o,y receptor subtype, it promotes cardiac
growth and structure. The ¢, receptor subtype is the most abun-
dant subtype in the heart, whereas the o, receptor subtype is the
predominant receptor causing vasoconstriction in the aorta. There
is evidence to support the idea that ¢, receptors mediate behav-
iors such as reaction to novelty and exploration and are involved
in behavioral sensitizations and in the vulnerability to addiction
(see Chapter 23).

Localization of Adrenergic Receptors. Presynaptically located o,
and f3, receptors fulfill important roles in the regulation of neu-
rotransmitter release from sympathetic nerve endings. Presynaptic
a, receptors also may mediate inhibition of release of neurotrans-
mitters other than norepinephrine in the central and peripheral ner-
vous systems. Both a, and 3, receptors are located at postsynaptic
sites, e.g., on many types of neurons in the brain. In peripheral tis-
sues, postsynaptic o, receptors are found in vascular and other
smooth muscle cells (where they mediate contraction), adipocytes,
and many types of secretory epithelial cells (intestinal, renal,
endocrine). Postsynaptic f3, receptors can be found in the myocar-
dium (where they mediate contraction) as well as on vascular and
other smooth muscle cells (where they mediate relaxation). Both
o, and f3, receptors may be situated at sites that are relatively
remote from nerve terminals releasing norepinephrine. Such extra-
junctional receptors typically are found on vascular smooth mus-
cle cells and blood elements (platelets and leukocytes) and may be
activated preferentially by circulating catecholamines, particularly
epinephrine.

In contrast, ¢ and f3; receptors appear to be located mainly in
the immediate vicinity of sympathetic adrenergic nerve terminals in
peripheral target organs, strategically placed to be activated during
stimulation of these nerves. These receptors also are distributed
widely in the mammalian brain.

The cellular distributions of the three ¢, and three o, receptor
subtypes still are incompletely understood. In situ hybridization
of receptor mRNA and receptor subtype-specific antibodies indi-
cates that o,, receptors in the brain may be both pre- and
postsynaptic. These findings and other studies indicate that this
receptor subtype functions as a presynaptic autoreceptor in cen-
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tral noradrenergic neurons (Aantaa et al., 1995; Lakhlani et al.,
1997). Using similar approaches, o;, mRNA was found to be the
dominant subtype message expressed in prostatic smooth muscle
(Walden et al., 1997).

Refractoriness to Catecholamines. Exposure of cate-
cholamine-sensitive cells and tissues to adrenergic agonists
causes a progressive diminution in their capacity to respond
to such agents. This phenomenon, variously termed refrac-
toriness, desensitization, or tachyphylaxis, can limit the
therapeutic efficacy and duration of action of catechol-
amines and other agents (see Chapter 1). Although descrip-
tions of such adaptive changes are common, the mecha-
nisms are incompletely understood. They have been studied
most extensively in cells that synthesize cyclic AMP in
response to 3 receptor agonists.

Multiple mechanisms are involved in desensitization, including
rapid events such as receptor phosphorylation by both G-protein
receptor kinases (GRKs) and by signaling kinases such as PKA and
PKC and receptor sequestration and uncoupling from G proteins.
More slowly occurring events also are seen, such as receptor
endocytosis, which decreases receptor number. An understanding of
the mechanisms involved in regulation of GPCR desensitization has
developed over the last few years (Perry and Lefkowitz, 2002;
Lefkowitz et al., 2002, Kohout and Lefkowitz, 2003). Such regula-
tion is very complex and exceeds the simplistic model of GPCR
phosphorylation by GRKs followed by arrestin binding and uncou-
pling of G protein signaling. It is known that GRK activities are
extensively regulated by numerous interactions with and modifica-
tions by other proteins. B-Arrestin, now recognized as a scaffolding
protein, can physically interrupt signaling to the G proteins as well
as to further enhance GPCR desensitization by causing translocation
of cytosolic proteins to the receptor (e.g., phosphodiesterase and c-
Src). These, in turn, can turn off signaling at its source by degrading
cyclic AMP or phosphorylating GRK?2 to enhance its activity to the
receptor.

RELATIONSHIP BETWEEN
THE NERVOUS AND THE
ENDOCRINE SYSTEMS

The theory of neurohumoral transmission by its very des-
ignation implies at least a superficial resemblance
between the nervous and endocrine systems. It is now
clear that the similarities extend considerably deeper, par-
ticularly with respect to the autonomic nervous system. In
the regulation of homeostasis, the autonomic nervous sys-
tem is responsible for rapid adjustments to changes in the
environment, which it effects at both its ganglionic syn-
apses and its postganglionic terminals by the liberation of
chemical agents that act transiently at their immediate
sites of release. The endocrine system, in contrast, regu-

lates slower, more generalized adaptations by releasing
hormones into the systemic circulation to act at distant,
widespread sites over periods of minutes to hours or days.
Both systems have major central representations in the
hypothalamus, where they are integrated with each other
and with subcortical, cortical, and spinal influences. The
neurohumoral theory provides a unitary concept of the
functioning of the nervous and endocrine systems in
which the differences largely relate to the distances over
which the released mediators travel.

PHARMACOLOGICAL CONSIDERATIONS

The foregoing sections contain numerous references to
the actions of drugs considered primarily as tools for
the dissection and elucidation of physiological mecha-
nisms. This section presents a classification of drugs
that act on the peripheral nervous system and its effec-
tor organs at some stage of neurotransmission. In the
subsequent four chapters, the systematic pharmacology
of the important members of each of these classes is
described.

Each step involved in neurotransmission (Figures 6-2,
6-3, and 6-5) represents a potential point of therapeutic
intervention. This is depicted in the diagrams of the cho-
linergic and adrenergic terminals and their postjunctional
sites (Figure 6-3 and 6-5). Drugs that affect processes
involved in each step of transmission at both cholinergic
and adrenergic junctions are summarized in Table 6-9,
which lists representative agents that act via the mecha-
nisms described below.

Interference with the Synthesis or Release of the
Transmitter. Cholinergic. Hemicholinium (HC-3), a
synthetic compound, blocks the transport system by
which choline accumulates in the terminals of cholin-
ergic fibers, thus limiting the synthesis of the ACh
store available for release. Vesamicol blocks the trans-
port of ACh into its storage vesicles, preventing its
release. The site on the presynaptic nerve terminal for
block of ACh release by botulinum toxin was discussed
previously; death wusually results from respiratory
paralysis unless patients with respiratory failure
receive artificial ventilation. Injected locally, botuli-
num toxin type A is used in the treatment of certain
ophthalmological conditions associated with spasms of
ocular muscles (e.g., strabismus and blepharospasm)
(see Chapter 63) and for a wide variety of unlabeled
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Table 6-9
Representative Agents Acting at Peripheral Cholinergic and Adrenergic Neuroeffector Junctions

MECHANISM OF ACTION

[\

6.

. Interference with synthesis

of transmitter

. Metabolic transformation by

same pathway as precursor
of transmitter

. Blockade of transport system

at nerve terminal membrane

. Blockade of transport system

of storage vesicle

. Promotion of exocytosis or

displacement of transmitter
from axonal terminal

Prevention of release
of transmitter

. Mimicry of transmitter at

postjunctional sites

SYSTEM
Cholinergic

Adrenergic

Adrenergic

Cholinergic
Adrenergic

Cholinergic
Adrenergic

Cholinergic
Adrenergic

Cholinergic
Adrenergic

Cholinergic
Muscarinic”
Nicotinic’

Adrenergic

o,
10}
), O
B,
B,

By B

AGENTS

Choline acetyl transferase
inhibitors

o-Methyltyrosine (inhibition
of tyrosine hydroxylase)

Methyldopa

Hemicholinium
Cocaine, imipramine

Vesamicol
Reserpine

Latrotoxins
Amphetamine, tyramine

Botulinum toxin
Bretylium, guanadrel

Methacholine, bethanachol
Nicotine, epibatidine, cytisine

Phenylephrine
Clonidine
Oxymetazoline
Dobutamine
Terbutaline, albuterol
metaproterenol
Isoproterenol

EFFECT
Minimal depletion of ACh

Depletion of NE

Displacement of NE by o-methyl-NE, which is an ¢, agonist,
similar to clonidine, that reduces sympathetic outflow from
CNS.

Block of choline uptake with consequent depletion of ACh
Accumulation of NE at receptors

Block of ACh storage

Destruction of NE by mitochondrial MAO, and depletion from
adrenergic terminals

Cholinomimetic followed by anticholinergic

Adrenomimetic

Anticholinergic
Antiadrenergic

Cholinomimetic
Cholinomimetic

Selective ¢r; adrenomimetic

Adrenomimetic (periphery); reduced sympathetic outflow (CNS)

Non-selective ¢ adrenomimetic

Selective cardiac stimulation (also activates ¢, receptors)

Selective 3, receptor agonist (selective inhibition of smooth
muscle contraction)

Nonselective 8 adrenomimetic

(Continued)
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Table 6-9
Representative Agents Acting at Peripheral Cholinergic and Adrenergic Neuroeffector Junctions (Continued)

MECHANISM OF ACTION SYSTEM AGENTS EFFECT
8. Blockade of postsynaptic Cholinergic
receptor Muscarinic” Atropine Muscarinic blockade
Nicotinic (N,,)¥  d-tubucurarine, atracurium Neuromuscular blockade
Nicotinic (N)¥  trimethaphan Ganglionic blockade
Adrenergic
oy, 0, Phenoxybenzamine Nonselective o receptor blockade (irreversible)
oy, 0, Phentolamine Nonselective o receptor blockade (reversible)
o, Prazosin, terazosin, doxasozin  Selective ¢, receptor blockade (reversible)
a, Yohimbine Selective o, receptor blockade
B, B, Propranolol Nonselective B receptor blockade
B, Metoprolol, atenolol Selective 3, receptor blockade (cardiac)
B, — Selective f3, receptor blockade (smooth muscle)
9. Inhibition of enzymatic Cholinergic AChE inhibitors (edrophonium,  Cholinomimetic (muscarinic sites)
breakdown of transmitter neostigmine, pyridostigmine) Depolarization blockade (nicotinic sites)
Adrenergic Nonselective MAO inhibitors  Little direct effect on NE or sympathetic response; potentiation
(paragyline, nialamide) of tyramine
Selective MAO-B inhibitor Adjunct in Parkinson’s disease
(selegeline)
Peripheral COMT inhibitor Adjunct in Parkinson’s disease
(entacapone)

Peripheral and central COMT
inhibitor (tolcapone)

ABBREVIATIONS: ACh, acetylcholine; AChE, acetylcholine esterase; COMT, catechol-O-methyl transferase; MAO, monoamine oxidase; NE, norepinephrine. “At least five subtypes of muscarinic
receptors exist. Agonists show little selectivity for subtypes whereas several antagonists show partial subtype selectivity (see Table 6-3). "Two subtypes of muscle acetylcholine nicotinic receptors
and several subtypes of neuronal receptors have been identified (see Table 6-2).
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uses ranging from treatment of muscle dystonias and
palsy (see Chapter 9) to cosmetic erasure of facial lines
and wrinkles (see Chapter 62).

Adrenergic. o-Methyltyrosine (metyrosine) blocks the
synthesis of norepinephrine by inhibiting tyrosine hydrox-
ylase, the enzyme that catalyzes the rate-limiting step in
catecholamine synthesis. This drug occasionally may be
useful in treating selected patients with pheochromocyto-
ma. On the other hand, methyldopa, an inhibitor of aro-
matic L-amino acid decarboxylase, is—like dopa itself—
successively decarboxylated and hydroxylated in its side
chain to form the putative “false neurotransmitter” o-
methylnorepinephrine. The use of methyldopa in the treat-
ment of hypertension is discussed in Chapter 32. Bretyli-
um, guanadrel, and guanethidine act by preventing the
release of norepinephrine by the nerve impulse. However,
such agents can transiently stimulate the release of norepi-
nephrine because of their capacity to displace the amine
from storage sites.

Promotion of the Release of the Transmitter. Cholin-
ergic. The ability of cholinergic agents to promote the
release of ACh is limited presumably because ACh and
other cholinomimetic agents are quaternary amines and
do not readily cross the axonal membrane into the nerve
ending. The latrotoxins from black widow spider venom
and stonefish are known to promote neuroexocytosis by
binding to receptors on the neuronal membrane.

Adrenergic. Several drugs that promote the release of
the adrenergic mediator already have been discussed. On
the basis of the rate and duration of the drug-induced
release of norepinephrine from adrenergic terminals, one
of two opposing effects can predominate. Thus tyramine,
ephedrine, amphetamine, and related drugs cause a rela-
tively rapid, brief liberation of the transmitter and pro-
duce a sympathomimetic effect. On the other hand,
reserpine, by blocking the vesicular amine transporter
(VAMT 2) uptake of amines, produces a slow, pro-
longed depletion of the adrenergic transmitter from
adrenergic storage vesicles, where it is largely metabo-
lized by intraneuronal MAO. The resulting depletion of
transmitter produces the equivalent of adrenergic block-
ade. Reserpine also causes the depletion of serotonin,
dopamine, and possibly other, unidentified amines from
central and peripheral sites, and many of its major
effects may be a consequence of the depletion of trans-
mitters other than norepinephrine.

As discussed earlier, deficiencies of tyrosine hydroxylase in
humans cause a neurologic disorder (Carson and Robertson, 2002)
that can be treated by supplementation with the dopamine precursor
levodopa.

A syndrome caused by congenital DSH deficiency has been
described; this syndrome is characterized by the absence of nor-
epinephrine and epinephrine, elevated concentrations of dopa-
mine, intact baroreflex afferent fibers and cholinergic innerva-
tion, and undetectable concentrations of plasma DJBH activity
(Carson and Robertson, 2002). Patients have severe orthostatic
hypotension, ptosis of the eyelids, and retrograde ejaculations.
Dihydroxyphenylserine (L-DOPS) has been shown to improve
postural hypotension in this rare disorder. This therapeutic
approach cleverly takes advantage of the nonspecificity of aro-
matic L-amino acid decarboxylase, which synthesizes norepi-
nephrine directly from this drug in the absence of DH (Man in’t
Veld et al., 1988; Robertson et al., 1991). Despite the restoration
of plasma norepinephrine in humans with L-DOPS, epinephrine
levels are not restored, leading to speculations that PNMT may
require DBH for appropriate functioning (Carson and Robertson,
2002).

Agonist and Antagonist Actions at Receptors. Cholin-
ergic. The nicotinic receptors of autonomic ganglia and
skeletal muscle are not identical; they respond differ-
ently to certain stimulating and blocking agents, and
their pentameric structures contain different combina-
tions of homologous subunits (Table 6-2). Dimeth-
ylphenylpiperazinium (DMPP) and phenyltrimethylam-
monium (PTMA) show some selectivity for stimulation
of autonomic ganglion cells and end plates of skeletal
muscle, respectively. Trimethaphan and hexamethoni-
um are relatively selective competitive and noncompeti-
tive ganglionic blocking agents. Although tubocurarine
effectively blocks transmission at both motor end plates
and autonomic ganglia, its action at the former site pre-
dominates. Succinylcholine, a depolarizing agent, pro-
duces selective neuromuscular blockade. Transmission
at autonomic ganglia and the adrenal medulla is com-
plicated further by the presence of muscarinic receptors
in addition to the principal nicotinic receptors (see
Chapter 9).

Various toxins in snake venoms exhibit a high degree of speci-
ficity in the cholinergic nervous system. The o-neurotoxins from
the Elapidae family interact with the agonist-binding site on the
nicotinic receptor. o-Bungarotoxin is selective for the muscle
receptor and interacts with only certain neuronal receptors, such as
those containing o through o, subunits. Neuronal bungarotoxin
shows a wider range of inhibition of neuronal receptors. A second
group of toxins, called the fasciculins, inhibits AChE. A third
group of toxins, termed the muscarinic toxins (MT, through MT),),
includes partial agonists and antagonists for the muscarinic recep-
tors. Venoms from the Viperidae family of snakes and the fish-
hunting cone snails also have relatively selective toxins for nico-
tinic receptors.

Muscarinic ACh receptors, which mediate the effects
of ACh at autonomic effector cells, now can be divided
into five subclasses. Atropine blocks all the muscarinic
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responses to injected ACh and related cholinomimetic
drugs whether they are excitatory, as in the intestine, or
inhibitory, as in the heart. Newer muscarinic agonists,
pirenzepine for M,, tripitramine for M,, and darifenacin
for M;, show selectivity as muscarinic blocking agents.
Several muscarinic antagonists show sufficient selectivity
in the clinical setting to minimize the bothersome side
effects seen with the nonselective agents at therapeutic
doses (see Chapter 7).

Adrenergic. A vast number of synthetic compounds
that bear structural resemblance to the naturally occur-
ring catecholamines can interact with o and 3 adrener-
gic receptors to produce sympathomimetic effects (see
Chapter 10). Phenylephrine acts selectively at ¢, recep-
tors, whereas clonidine is a selective ¢, adrenergic ago-
nist. Isoproterenol exhibits agonist activity at both S,
and f3, receptors. Preferential stimulation of cardiac f3,
receptors follows the administration of dobutamine.
Terbutaline is an example of a drug with relatively
selective action on f3, receptors; it produces effective
bronchodilation with minimal effects on the heart. The
main features of adrenergic blockade, including the
selectivity of various blocking agents for o and f3
adrenergic receptors, have been mentioned (see Chapter
10). Again, partial dissociation of effects at 5, and f3,
receptors has been achieved, as exemplified by the S,
receptor antagonists metoprolol and atenolol, which
antagonize the cardiac actions of catecholamines while
causing somewhat less antagonism at bronchioles. Pra-
zosin and yohimbine are representative of ¢ and o,
receptor antagonists, respectively, although prazosin has
a relatively high affinity at o, and o, subtypes com-
pared with «,, receptors. Several important drugs that
promote the release of norepinephrine or deplete the
transmitter resemble, in their effects, activators or
blockers of postjunctional receptors (e.g., tyramine and
reserpine, respectively).

Interference with the Destruction of the Transmit-
ter. Cholinergic. The anti-ChE agents (see Chapter 8)
constitute a chemically diverse group of compounds, the
primary action of which is inhibition of AChE, with the
consequent accumulation of endogenous ACh. At the neu-
romuscular junction, accumulation of ACh produces
depolarization of end plates and flaccid paralysis. At post-
ganglionic muscarinic effector sites, the response is either
excessive stimulation resulting in contraction and secre-
tion or an inhibitory response mediated by hyperpolariza-
tion. At ganglia, depolarization and enhanced transmis-
sion are observed.

Adrenergic. The reuptake of norepinephrine by the
adrenergic nerve terminals via NET is the major mecha-
nism for terminating its transmitter action. Interference
with this process is the basis of the potentiating effect of
cocaine on responses to adrenergic impulses and injected
catecholamines. It also has been suggested that the antide-
pressant actions and some of the adverse effects of imi-
pramine and related drugs are due to a similar action at
adrenergic synapses in the CNS (see Chapter 17).

Entacapone and tolcapone are nitro catechol-type COMT
inhibitors. Entacapone is a peripherally acting COMT
inhibitor, whereas tolcapone also inhibits COMT activity
in the brain. COMT inhibition has been shown to attenu-
ate levodopa toxicity on dopamine neurons and enhance
dopamine action in the brain of patients with Parkinson’s
disease (see Chapter 20). On the other hand, nonselective
MAQO inhibitors, such as tranylcypromine, potentiate the
effects of tyramine and may potentiate effects of neu-
rotransmitters. While most MAO inhibitors used as anti-
depressants inhibit both MAO-A and MAO-B, selective
MAO-A and MAO-B inhibitors are available. Selegiline
is a selective and irreversible MAO-B inhibitor that also
has been used as an adjunct in the treatment of Parkin-
son’s disease.

OTHER AUTONOMIC
NEUROTRANSMITTERS

The vast majority of neurons in both the central and
peripheral nervous systems contain more than one sub-
stance with potential or demonstrated activity at relevant
postjunctional sites (see Chapter 12). In some cases, espe-
cially in peripheral structures, it has been possible to dem-
onstrate that two or more such substances are contained
within individual nerve terminals and are released simul-
taneously on nerve stimulation. Although the anatomical
separation of the parasympathetic and sympathetic com-
ponents of the autonomic nervous system and the actions
of ACh and norepinephrine (their primary neurotransmit-
ters) still provides the essential framework for studying
autonomic function, a host of other chemical messengers
such as purines, eicosanoids, NO, and peptides modulate
or mediate responses that follow stimulation of the auto-
nomic nervous system. An expanded view of autonomic
neurotransmission has evolved to include instances where
substances other than ACh or norepinephrine are released
and may function as cotransmitters, neuromodulators, or
even primary transmitters.
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The evidence for cotransmission in the autonomic
nervous system usually encompasses the following con-
siderations: (1) A portion of responses to stimulation of
preganglionic or postganglionic nerves or to field stimu-
lation of target structures persists in the presence of con-
centrations of muscarinic or adrenergic antagonists that
completely block their respective agonists. (2) The can-
didate substance can be detected within nerve fibers that
course through target tissues. (3) The substance can be
recovered on microdialysis or in the venous or perfusion
effluent following electrical stimulation; such release
often can be blocked by tetrodotoxin. (4) Effects of elec-
trical stimulation are mimicked by the application of the
substance and are inhibited in the presence of specific
antagonists. When such antagonists are not available,
reliance often is placed on neutralizing antibodies or
selective desensitization produced by prior exposure to
the substance. A more recent approach to this challeng-
ing problem is the use of knockout mice that do not
express the putative cotransmitter.

A number of problems confound interpretation of
such evidence. It is particularly difficult to establish
that substances that fulfill all the listed criteria origi-
nate within the autonomic nervous system. In some
instances, their origin can be traced to sensory fibers, to
intrinsic neurons, or to nerves innervating blood ves-
sels. Also, there may be marked synergism between the
candidate substance and known or unknown transmit-
ters (Lundberg, 1996). In knockout mice, compensatory
mechanisms or transmitter redundancy may disguise
even well-defined actions (Hokfelt et al., 2000). Final-
ly, it should be recognized that the putative cotransmit-
ter may have primarily a trophic function in maintain-
ing synaptic connectivity or in expressing a particular
receptor.

It long has been known that ATP and ACh coexist in
cholinergic vesicles (Dowdall et al., 1974) and that
ATP, NPY, and catecholamines are found within storage
granules in nerves and the adrenal medulla (see above).
ATP is released along with the transmitters, and either it
or its metabolites have a significant function in synaptic
transmission in some circumstances (see below). Recent-
ly, attention has focused on the growing list of peptides
that are found in the adrenal medulla, nerve fibers, or
ganglia of the autonomic nervous system or in the struc-
tures that are innervated by the autonomic nervous sys-
tem. This list includes the enkephalins, substance P and
other tachykinins, somatostatin, gonadotropin-releasing
hormone, cholecystokinin, calcitonin gene-related pep-
tide, galanin, pituitary adenylyl cyclase—activating pep-

tide, VIP, chromogranins, and NPY (Darlison and Rich-
ter, 1999; Lundberg, 1996; Bennett, 1997, Hokfelt et al.,
2000). Some of the orphan GPCRs discovered in the
course of genome-sequencing projects may represent
receptors for undiscovered peptides or other cotransmit-
ters. The evidence for widespread transmitter function in
the autonomic nervous system is substantial for VIP and
NPY, and further discussion is confined to these peptides.
The possibility that abnormalities in function of neu-
ropeptide cotransmitters, in type 2 diabetes, for example,
contribute to disease pathogenesis remains of interest
(Ahren, 2000).

Cotransmission in the Autonomic Nervous System.
The evidence is substantial that ATP plays a role in sym-
pathetic nerves as a cotransmitter with norepinephrine
(Stjarne, 1989; Westfall er al., 1991, 2002; Silinsky et
al., 1998; Burnstock, 1999). For example, the rodent vas
deferens is supplied with a dense sympathetic innerva-
tion, and stimulation of the nerves results in a biphasic
mechanical response that consists of an initial rapid
twitch followed by a sustained contraction. The first
phase of the response is mediated by ATP acting on
postjunctional P2X receptors, whereas the second phase
is mediated mainly by norepinephrine acting on
receptors (Sneddon and Westfall, 1984). The cotransmit-
ters apparently are released from the same types of
nerves because pretreatment with 6-hydroxydopamine,
an agent that specifically destroys adrenergic nerves,
abolished both phases of the neurogenically induced
biphasic contraction. It has been assumed that the sym-
pathetic nerves store ATP and norepinephrine in the
same synaptic vesicles, and therefore, on release, the
two cotransmitters are released together (Stjdrne, 1989).
This may not always be the case, and ATP and norepi-
nephrine may be released from separate subsets of vesi-
cles and subject to differential regulation.

While part of the metabolism of ATP, once released into the
neuroeffector junction, is by extracellularly directed membrane-
bound nucleotidases to ADP, AMP, and adenosine (Gordon,
1986), the majority of the metabolism occurs via the action of
releasable nucleotidases. There is also evidence that ATP and its
metabolites exert presynaptic modulatory effects on transmitter
release via P2 receptors and receptors for adenosine. In addition to
evidence showing that ATP is a cotransmitter with norepinephrine,
there is also evidence that ATP may be a cotransmitter with ACh
in certain postganglionic parasympathetic nerves, e.g., in the uri-
nary bladder.

The NPY family of peptides is distributed widely in
the central and peripheral nervous systems and consists of
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three members: NPY, pancreatic polypeptide, and peptide
YY. NPY has been shown to be colocalized and core-
leased with norepinephrine and ATP in most sympathetic
nerves in the peripheral nervous system, especially those
innervating blood vessels (see Westfall, 2004). There is
also convincing evidence that NPY exerts prejunctional
modulatory effects on transmitter release and synthesis.
Moreover, there are numerous examples of postjunctional
interactions that are consistent with a cotransmitter role
for NPY at various sympathetic neuroeffector junctions.
Thus, it seems that NPY, together with norepinephrine
and ATP, is the third sympathetic cotransmitter. The func-
tions of NPY include (1) direct postjunctional contractile
effects; (2) potentiation of the contractile effects of the
other sympathetic cotransmitters; and (3) inhibitory mod-
ulation of the nerve stimulation—induced release of all
three sympathetic cotransmitters.

Studies with selective NPY-Y, antagonists provide evidence
that the principal postjunctional receptor is of the Y, subtype,
although other receptors are also present at some sites and may
exert physiological actions. Studies with selective NPY-Y, antag-
onists suggest that the principal prejunctional receptor is of the
Y, subtype both in the periphery and in the CNS. Again, there is
evidence for a role for other NPY receptors, and clarification
awaits the further development of selective antagonists. NPY
also can act prejunctionally to inhibit the release of ACh, CGRP,
and substance P. In the CNS, NPY exists as a cotransmitter with
catecholamines in some neurons and with peptides and mediators
in others. A prominent action of NPY is the presynaptic inhibi-
tion of the release of various neurotransmitters, including norepi-
nephrine, dopamine, GABA, glutamate, and serotonin, as well as
inhibition or stimulation of various neurohormones such as
gonadotropin-releasing hormone, vasopressin, and oxytocin. Evi-
dence also exists for stimulation of norepinephrine and dopamine
release. NPY also acts on autoreceptors to inhibit its own release.
NPY may use several mechanisms to produce its presynaptic
effects, including: inhibition of Ca?* channels, activation of K*
channels, and perhaps regulation of the vesicle release complex
at some point distal to calcium entry. NPY also may play a role
in several pathophysiological conditions. The further develop-
ment of selective NPY agonists and antagonists should enhance
understanding about the physiological and pathophysiological
roles of NPY.

The pioneering studies of Hokfelt and coworkers, which dem-
onstrated the existence of VIP and ACh in peripheral autonomic
neurons, initiated interest in the possibility of peptidergic
cotransmission in the autonomic nervous system. Subsequent
work has confirmed the frequent association of these two sub-
stances in autonomic fibers, including parasympathetic fibers
that innervate smooth muscle and exocrine glands and cholin-
ergic sympathetic neurons that innervate sweat glands (Hokfelt
et al., 2000).

The role of VIP in parasympathetic transmission has been stud-
ied most extensively in the regulation of salivary secretion. The evi-
dence for cotransmission includes the release of VIP following stim-
ulation of the chorda lingual nerve and the incomplete blockade by

atropine of vasodilation when the frequency of stimulation is raised;
the latter observation may indicate independent release of the two
substances, which is consistent with histochemical evidence for
storage of ACh and VIP in separate populations of vesicles. Syner-
gism between ACh and VIP in stimulating vasodilation and secre-
tion also has been described. VIP may be involved in parasympa-
thetic responses in the GI tract, where it may facilitate sphincter
relaxation, and the trachea.

Nonadrenergic, Noncholinergic Transmission by
Purines. The smooth muscle of many tissues that are
innervated by the autonomic nervous system shows inhib-
itory junction potentials following stimulation by field
electrodes (Bennett, 1997). Since such responses fre-
quently are undiminished in the presence of adrenergic
and muscarinic cholinergic antagonists, these observa-
tions have been taken as evidence for the existence of
nonadrenergic, noncholinergic (NANC) transmission in
the autonomic nervous system.

Burnstock (1996) and his colleagues have compiled
compelling evidence for the existence of purinergic
neurotransmission in the gastrointestinal tract, geni-
tourinary tract, and certain blood vessels; ATP has ful-
filled all the criteria for a neurotransmitter listed earli-
er. However, in at least some circumstances, primary
sensory axons may be an important source of ATP
(Burnstock, 2000). Although adenosine is generated
from the released ATP by ectoenzymes and releasable
nucleotidases, its primary function appears to be modu-
latory by causing feedback inhibition of release of the
transmitter.

Adenosine can be transported from the cell cytoplasm
to activate extracellular receptors on adjacent cells. The
efficient uptake of adenosine by cellular transporters and
its rapid rate of metabolism to inosine or to adenine nucle-
otides contribute to its rapid turnover. Several inhibitors
of adenosine transport and metabolism are known to
influence extracellular adenosine and ATP concentrations
(Sneddon et al., 1999).

The purinergic receptors found on the cell surface
may be divided into the adenosine (P1) receptors and
the receptors for ATP (P2X and P2Y receptors) (Fred-
holm et al., 2000). Both of the P1 and P2 receptors
have various subtypes. Methylxanthines such as caf-
feine and theophylline preferentially block adenosine
receptors (see Chapter 27). There are four adenosine
receptors (Al, A2A, A2B, and A3) and multiple sub-
types of P2X and P2Y receptors throughout the body.
The adenosine receptors and the P2Y receptors mediate
their responses via G proteins, whereas the P2X recep-
tors are a subfamily of ligand-gated ion channels
(Burnstock, 2000).
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Modulation of Vascular Responses by Endothelium-
Derived Factors. Furchgott and colleagues demonstrat-
ed that an intact endothelium was necessary to achieve
vascular relaxation in response to ACh (Furchgott, 1999).
This inner cellular layer of the blood vessel now is known
to modulate autonomic and hormonal effects on the con-
tractility of blood vessels. In response to a variety of
vasoactive agents and even physical stimuli, the endothe-
lial cells release a short-lived vasodilator called endotheli-
um-derived relaxing factor (EDRF), now known to be
NO. Less commonly, an endothelium-derived hyperpolar-
izing factor (EDHF) and endothelium-derived contracting
factor (EDCF) of as yet undefined compositions are
released (Vanhoutte, 1996). EDCF formation depends on
cyclooxygenase activity.

Products of inflammation and platelet aggregation
(e.g., serotonin, histamine, bradykinin, purines, and
thrombin) exert all or part of their action by stimulating
the production of NO. Endothelial cell-dependent mecha-
nisms of relaxation are important in a variety of vascular
beds, including the coronary circulation (Hobbs et al.,
1999). Activation of specific GPCRs on endothelial cells
promotes NO production. NO diffuses readily to the
underlying smooth muscle and induces relaxation of vas-
cular smooth muscle by activating the soluble form of
guanylyl cyclase, which increases cyclic GMP concentra-
tions. Nitrovasodilating drugs used to lower blood pres-
sure or to treat ischemic heart disease probably act
through conversion to or release of NO (see Chapter 31).
NO also has been shown to be released from certain
nerves (nitrergic) innervating blood vessels and smooth
muscles of the gastrointestinal tract. NO has a negative
inotropic action on the heart.

Alterations in the release or action of NO may affect
a number of major clinical situations such as atheroscle-
rosis (Hobbs et al., 1999; Ignarro, 1999). Furthermore,
there is evidence suggesting that the hypotension of
endotoxemia or that induced by cytokines is mediated
by induction of enhanced release of NO; consequently,
increased release of NO may have pathological signifi-
cance in septic shock. NO is synthesized from L-argi-
nine and molecular oxygen by nitric oxide synthase
(NOS). There are three known forms of this enzyme
(Moncada et al., 1997). One form (eNOS) is constitu-
tive, residing in the endothelial cell and synthesizing
NO over short periods in response to receptor-mediated
increases in cellular Ca?*. A second form (nNOS) is
responsible for the Ca?*-dependent NO synthesis neu-
rons. The third form of NOS (iNOS) is induced after
activation of cells by cytokines and bacterial endotoxins

and, once expressed, synthesizes NO for long periods
of time. This Ca’*-independent, high-output form is
responsible for the above-mentioned toxic manifesta-
tions of NO. Glucocorticoids inhibit the expression of
inducible, but not constitutive, forms of NOS in vascu-
lar endothelial cells. However, other endothelium-derived
factors also may be involved in vasodilation and
hyperpolarization of the smooth muscle cell. There has
been considerable interest in the possibility that NOS
inhibitors might have therapeutic benefit, for example,
in septic shock and neurodegenerative diseases (Hobbs
et al., 1999). Conversely, diminished production of
NO by the endothelial cell layer in atherosclerotic cor-
onary arteries may contribute to the risk of myocardial
infarction.

Full contractile responses of cerebral arteries also
require an intact endothelium. A family of peptides,
termed endothelins, is stored in vascular endothelial cells.
Their release onto smooth muscle promotes contraction
by stimulation of endothelin receptors. Endothelins con-
tribute to the maintenance of vascular homostasis by act-
ing via multiple endothelin receptors (Sokolovsky, 1995)
to reverse the response to NO (Rubanyi and Polokoff,
1994). In isolated cell systems, several G-protein-linked
responses to endothelins are quasi-irreversible (Hilal-
Dandan et al., 1997).
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CHAPTER

MUSCARINIC RECEPTOR AGONISTS

AND ANTAGONISTS

Joan Heller Brown and Palmer Taylor

ACETYLCHOLINE AND ITS MUSCARINIC
RECEPTOR TARGET

Muscarinic acetylcholine receptors in the peripheral ner-
vous system are found primarily on autonomic effector
cells innervated by postganglionic parasympathetic
nerves. Muscarinic receptors also are present in ganglia
and on some cells, such as endothelial cells of blood ves-
sels, that receive little or no cholinergic innervation.
Within the central nervous system (CNS), the hippocam-
pus, cortex, and thalamus have high densities of musca-
rinic receptors.

Acetylcholine (ACh), the naturally occurring neu-
rotransmitter for these receptors, has virtually no systemic
therapeutic applications because its actions are diffuse,
and its hydrolysis, catalyzed by both acetylcholinesterase
(AChE) and plasma butyrylcholinesterase, is rapid. Mus-
carinic agonists mimic the effects of ACh at these sites.
These agonists typically are longer-acting congeners of
ACh or natural alkaloids that display little selectivity for
the various subtypes of muscarinic receptors. Several of
these agents stimulate nicotinic as well as muscarinic
receptors.

The mechanisms of action of endogenous ACh at the
postjunctional membranes of the effector cells and neu-
rons that correspond to the four classes of cholinergic
synapses are discussed in Chapter 6. To recapitulate, these
synapses are found at (1) autonomic effector sites, inner-
vated by postganglionic parasympathetic fibers (and a
small number of cholinergic sympathetic fibers); (2) sym-
pathetic and parasympathetic ganglion cells and the adre-
nal medulla, innervated by preganglionic autonomic
fibers; (3) motor endplates on skeletal muscle, innervated

Copyright © 2006, 2001, 1996, 1990, 1985, 1980, 1975, 1970, 1965, 1955, 1941 by The McGraw-Hill Companies, Inc. Click here for terms of use.

by somatic motor nerves; and (4) certain synapses periph-
erally and within the CNS (Krnjevic, 2004), where the
actions can be either pre- or postsynaptic. When ACh is
administered systemically, it potentially can act at all of
these sites; however, as a quaternary ammonium com-
pound, its CNS penetration is limited, and butyrylcho-
linesterase in the plasma reduces the concentrations of
ACh that reach peripheral areas with low blood flow.

The actions of ACh and related drugs at autonomic
effector sites are referred to as muscarinic, based on the
original observation that muscarine acts selectively at
those sites and produces the same qualitative effects as
ACh. Accordingly, the muscarinic, or parasympathomi-
metic, actions of the drugs considered in this chapter are
practically equivalent to the effects of postganglionic
parasympathetic nerve impulses listed in Table 6-1; the
differences between the actions of the classical muscarin-
ic agonists are largely quantitative, as they show limited
selectivity for one organ system or another. Muscarinic
receptors also are present on autonomic ganglion cells and
in the adrenal medulla. Muscarinic stimulation of ganglia
and the adrenal medulla usually is thought to modulate
nicotinic stimulation. All of the actions of ACh and its
congeners at muscarinic receptors can be blocked by atro-
pine. The nicotinic actions of cholinergic agonists refer to
their initial stimulation, and often in high doses to subse-
quent blockade, of autonomic ganglion cells, the adrenal
medulla, and the neuromuscular junction, actions compa-
rable to those of nicotine.

Properties and Subtypes of Muscarinic Receptors

Muscarinic receptors were characterized initially by analysis of the
responses of cells and tissues in the periphery and the CNS. Differ-
ential effects of two muscarinic agonists, bethanechol and McN-A-
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343, on the tone of the lower esophageal sphincter led to the initial
designation by Goyal and Rattan (1978) of muscarinic receptors as
M, (ganglionic) and M, (effector cell) (see Chapter 6). The basis for
the selectivity of these agonists is unclear, as there is limited evi-
dence that agonists discriminate appreciably among the subtypes of
muscarinic receptors (Eglen e al., 1996; Caulfield and Birdsall,
1998). However, subsequent radioligand binding studies definitively
revealed distinct populations of antagonist binding sites (Hammer et
al., 1980). In particular, the muscarinic antagonist pirenzepine was
shown to bind with high affinity to sites in cerebral cortex and sym-
pathetic ganglia (M) but to have lower affinity for sites in cardiac
muscle, smooth muscle, and various glands. These data explain the
ability of pirenzepine to block agonist-induced responses that are
mediated by muscarinic receptors in sympathetic and myenteric
ganglia at concentrations considerably lower than those required to
block responses that result from direct stimulation of receptors in
various effector organs. Antagonists that can further discriminate
among various subtypes of muscarinic receptors are now available.
For example, tripitramine displays selectivity for cardiac M, rela-
tive to M; muscarinic receptors, while darifenacin is relatively
selective for antagonizing glandular and smooth muscle M relative
to M, receptors (Caulfield and Birdsall, 1998; Birdsall et al., 1998;
Levine et al., 1999).

The cloning of the cDNAs that encode muscarinic receptors
identified five distinct gene products (Bonner et al., 1987), now des-
ignated as M, through M5 (see Chapter 6). All of the known musca-
rinic receptor subtypes interact with members of a group of hetero-
trimeric guanine nucleotide-binding regulatory proteins (G proteins)
that in turn are linked to various cellular effectors (see Chapter 1).
Regions within the receptor responsible for the specificity of G pro-
tein coupling have been defined primarily by receptor mutants and
chimeras formed between receptor subtypes. In particular, one
region at the carboxyl-terminal end of the third intracellular loop of
the receptor has been implicated in the specificity of G protein cou-
pling and shows extensive homology within M,, M5, and M recep-
tors and between M, and M, receptors (Wess, 1996; Caulfield, 1993;
Caulfield and Birdsall, 1998). Conserved regions in the second intra-
cellular loop also confer specificity for proper G protein recogni-
tion. Although selectivity is not absolute, stimulation of M, or M,
receptors causes hydrolysis of polyphosphoinositides and mobiliza-
tion of intracellular Ca®* as a consequence of activation of the Gy
PLC pathway (see Chapter 6); this effect in turn results in a variety
of Ca’*-mediated events, either directly or as a consequence of the
phosphorylation of target proteins. In contrast, M, and M, muscarin-
ic receptors inhibit adenylyl cyclase and regulate specific ion chan-
nels (e.g., enhancement of K* conductance in cardiac atrial tissue)
through subunits released from pertussis toxin—sensitive G proteins
(G; and G, that are distinct from the G proteins used by M, and M,
receptors (see Chapter 1).

Studies using muscarinic receptor subtype—specific antibodies
and ligands demonstrate discrete localization of the muscarinic
receptor subtypes, for example within brain regions and in different
populations of smooth muscle cells (Levey, 1993; Yasuda et al.,
1993; Eglen et al., 1996; Caulfield and Birdsall, 1998). The M,
through M; subtypes have been disrupted through gene targeting to
create null alleles for each of these genes (Hamilton et al., 1997;
Gomeza et al., 1999; Matsui et al., 2000; Yamada et al., 2001a;
Yamada et al., 2001b; Wess, 2004). All of the muscarinic receptor
subtype deletions yield mice that are viable and fertile. Studies
using these mice indicate that pilocarpine-induced seizures are
mediated through M,, oxotremorine-induced tremors through M,,

analgesia through M, and M,, and hypothermia through M, and
other subtypes. Carbachol and vagally induced bradycardia are lost
in M, receptor knockout mice, while mice lacking the M; receptor
show loss of cholinergic bronchoconstriction and urinary bladder
contraction (Fisher et al., 2004; Wess, 2004). Full abolition of cho-
linergic bronchoconstriction, salivation, pupillary constriction, and
bladder contraction generally requires deletion of more than a single
receptor subtype. The minimal phenotypic alteration that accompa-
nies deletion of a single receptor subtype suggests functional redun-
dancy between receptor subtypes in various tissues.

Pharmacological Properties

Cardiovascular System. ACh has four primary effects
on the cardiovascular system: vasodilation, a decrease in
cardiac rate (the negative chronotropic effect), a decrease
in the rate of conduction in the specialized tissues of the
sinoatrial (SA) and atrioventricular (AV) nodes (the nega-
tive dromotropic effect), and a decrease in the force of
cardiac contraction (the negative inotropic effect). The
last effect is of lesser significance in ventricular than in
atrial muscle. Certain of the above responses can be
obscured by baroreceptor and other reflexes that dampen
the direct responses to ACh.

Although ACh rarely is given systemically, its cardiac
actions are important because of the involvement of cho-
linergic vagal impulses in the actions of the cardiac glyco-
sides, antiarrhythmic agents, and many other drugs; affer-
ent stimulation of the viscera during surgical interventions
also stimulates vagal release of ACh.

The intravenous injection of a small dose of ACh pro-
duces a transient fall in blood pressure owing to general-
ized vasodilation, usually accompanied by reflex tachy-
cardia. A considerably larger dose is required to elicit
bradycardia or block of AV nodal conduction from a
direct action of ACh on the heart. If large doses of ACh
are injected after the administration of atropine, an
increase in blood pressure is observed; the increase is
caused by direct stimulation of the adrenal medulla and
sympathetic ganglia to release catecholamines into the
circulation and at postganglionic sympathetic nerve end-
ings, respectively.

ACh produces dilation of essentially all vascular beds,
including those of the pulmonary and coronary vascula-
ture. Vasodilation of coronary beds is mediated by stimu-
lation of local production of NO and may be elicited by
baroreceptor or chemoreceptor reflexes or by direct elec-
trical stimulation of the vagus (Feigl, 1998). However,
neither parasympathetic vasodilator nor sympathetic vaso-
constrictor tone plays a major role in the regulation of
coronary blood flow relative to the effects of local oxygen
tension and autoregulatory metabolic factors such as
adenosine (Berne and Levy, 1997).
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Dilation of vascular beds by exogenously administered
ACh is due to muscarinic receptors, primarily of the M,
subtype (Bruning et al., 1994; Eglen et al., 1996; Caulfield
and Birdsall, 1998), despite the lack of apparent cholin-
ergic innervation of most blood vessels. The muscarinic
receptors responsible for relaxation are located on the
endothelial cells of the vasculature; occupation of these
receptors by agonist activates the G;—PLC-IP; pathway of
endothelial cells, leading to Ca**-calmodulin-dependent
activation of endothelial NO synthase (eNOS) and produc-
tion of NO (endothelium-derived relaxing factor) (Monca-
da and Higgs, 1995), which diffuses to adjacent smooth
muscle cells and causes them to relax (Furchgott, 1999;
Ignarro et al., 1999) (see Chapters 1 and 6). Vasodilation
also may arise indirectly due to inhibition of norepineph-
rine release from adrenergic nerve endings by ACh. If the
endothelium is damaged, as occurs under various patho-
physiological conditions, ACh can stimulate receptors on
vascular smooth muscle cells and cause vasoconstriction
by activation of the G~PLC-IP; pathway. There is also
evidence of NO-based (nitrergic) neurotransmission in
peripheral blood vessels (Toda and Okamura, 2003).

Cholinergic stimulation affects cardiac function both
directly and by inhibiting the effects of adrenergic activa-
tion. The latter depends on the level of sympathetic drive
to the heart and results in part from inhibition of cyclic
AMP formation and reduction in L-type Ca®* channel
activity, mediated through M, receptors (Brodde and
Michel, 1999). The functional role of M, receptors in the
human heart is unknown (Willmy-Matthes et al., 2003).
Inhibition of adrenergic stimulation of the heart arises not
only from the capacity of ACh to modulate or depress the
myocardial response to catecholamines, but also from a
capacity to inhibit the release of norepinephrine from
sympathetic nerve endings. There are also inhibitory M,
receptors that regulate ACh release in the human heart
(Oberhauser et al., 2001). Cholinergic innervation of the
ventricular myocardium is less dense, and the parasympa-
thetic fibers terminate largely on specialized conduction
tissue such as the Purkinje fibers but also on ventricular
myocytes (Kent et al., 1976; Levy and Schwartz, 1994).

In the SA node, each normal cardiac impulse is initiat-
ed by the spontaneous depolarization of the pacemaker
cells (see Chapter 34). At a critical level—the threshold
potential—this depolarization initiates an action potential.
The action potential is conducted through the atrial mus-
cle fibers to the AV node and thence through the Purkinje
system to the ventricular muscle. ACh slows the heart rate
by decreasing the rate of spontaneous diastolic depolar-
ization (the pacemaker current) and by increasing the
repolarizing K* current at the SA node; attainment of the
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threshold potential and the succeeding events in the cardi-
ac cycle are therefore delayed (DiFrancesco, 1993).

In atrial muscle, ACh decreases the strength of contrac-
tion. This occurs largely indirectly, as a result of decreasing
cyclic AMP and Ca®* channel activity. Direct inhibitory
effects are seen at higher ACh concentrations and result
from M, receptor—mediated activation of G protein—regulat-
ed K* channels (Wickman and Clapham, 1995). The rate of
impulse conduction in the normal atrium is either unaffect-
ed or may increase in response to ACh. The increase is due
to the activation of additional Na* channels, possibly in
response to the ACh-induced hyperpolarization. The com-
bination of these factors is the basis for the perpetuation or
exacerbation by vagal impulses of atrial flutter or fibrilla-
tion arising at an ectopic focus. In contrast, primarily in the
AV node and to a much lesser extent in the Purkinje con-
ducting system, ACh slows conduction and increases the
refractory period. The decrement in AV nodal conduction
usually is responsible for the complete heart block that may
be observed when large quantities of cholinergic agonists
are administered systemically. With an increase in vagal
tone, such as is produced by the digitalis glycosides, the
increased refractory period can contribute to the reduction
in the frequency with which aberrant atrial impulses are
transmitted to the ventricle, and thus decrease the ventricu-
lar rate during atrial flutter or fibrillation.

In the ventricle, ACh, whether released by vagal stimu-
lation or applied directly, also has a negative inotropic
effect, although it is smaller than that observed in the atri-
um. In humans and most mammals, inhibition is most
apparent when there is concomitant adrenergic stimula-
tion or underlying sympathetic tone (Levy and Schwartz,
1994; Brodde and Michel, 1999; Lewis et al., 2001).
Automaticity of Purkinje fibers is suppressed, and the
threshold for ventricular fibrillation is increased (Kent
and Epstein, 1976). Sympathetic and vagal nerve termi-
nals lie in close proximity, and muscarinic receptors are
believed to exist at presynaptic as well as postsynaptic
sites (Wellstein and Pitschner, 1988).

Gastrointestinal and Urinary Tracts. Although stimu-
lation of vagal input to the gastrointestinal tract increases
tone, amplitude of contraction, and secretory activity of the
stomach and intestine, such responses are inconsistently
seen with administered ACh. Poor perfusion of visceral
organs and rapid hydrolysis by plasma butyrylcholinest-
erase limit access of systemically administered ACh to vis-
ceral muscarinic receptors. Parasympathetic sacral innerva-
tion causes detrusor muscle contraction, increased voiding
pressure, and ureter peristalsis, but for similar reasons these
responses are not evident with administered ACh.
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Table 7-1

Some Pharmacological Properties of Choline Esters and Natural Alkaloids

MUSCARINIC ACTIVITY

MUSCARINIC SUSCEPTIBILITY TO o Gastro- Urinary Eye Antagonism NICOTINIC
AGONIST CHOLINESTERASES vascular intestinal Bladder (Topical) by Atropine ACTIVITY
Acetylcholine +++ ++ ++ ++ + +++ ++
Methacholine + +++ ++ ++ + 4+ +
Carbachol — + +++ +++ ++ + +++
Bethanechol - + +++ +++ ++ +++ -
Muscarine - ++ +++ +++ ++ +++ -
Pilocarpine - + +++ +++ ++ +++ -

Miscellaneous Effects. The influence of ACh and parasympathetic
innervation on various organs and tissues is discussed in detail in
Chapter 6. ACh and its analogs stimulate secretion by all glands that
receive parasympathetic innervation, including the lacrimal, trache-
obronchial, salivary, and digestive glands. The effects on the respi-
ratory system, in addition to increased tracheobronchial secretion,
include bronchoconstriction and stimulation of the chemoreceptors
of the carotid and aortic bodies. When instilled into the eye, musca-
rinic agonists produce miosis (see Chapter 63).

Synergisms and Antagonisms. The muscarinic actions
of ACh and all the drugs of this class are blocked by atro-
pine, primarily through competitive occupation of musca-
rinic receptor sites on the autonomic effector cells and
secondarily on autonomic ganglion cells. The nicotinic
actions of ACh and its derivatives at autonomic ganglia
are blocked by hexamethonium and trimethaphan; nico-
tinic actions at the neuromuscular junction of skeletal
muscle are antagonized by d-tubocurarine and other com-
petitive blocking agents (see Chapter 9).

CHOLINOMIMETIC CHOLINE ESTERS
AND NATURAL ALKALOIDS

Muscarinic cholinergic receptor agonists can be divided
into two groups: (1) ACh and several synthetic choline
esters, and (2) the naturally occurring cholinomimetic alka-
loids (particularly pilocarpine, muscarine, and arecoline)
and their synthetic congeners.

Methacholine (acetyl-f-methylcholine) differs from
ACh chiefly in its greater duration and selectivity of
action. Its action is more prolonged because the added
methyl group increases its resistance to hydrolysis by
cholinesterases. Its selectivity is manifested by slight
nicotinic and a predominance of muscarinic actions, the

latter being manifest in the cardiovascular system
(Table 7-1).

Carbachol and bethanechol, which are unsubstituted
carbamoyl esters, are completely resistant to hydrolysis
by cholinesterases; their half-lives are thus sufficiently
long that they become distributed to areas of low blood
flow. Bethanechol has mainly muscarinic actions, show-
ing some selectivity on gastrointestinal tract and urinary
bladder motility. Carbachol retains substantial nicotinic
activity, particularly on autonomic ganglia. It is likely that
both its peripheral and its ganglionic actions are due, at
least in part, to the release of endogenous ACh from the
terminals of cholinergic fibers.

The three major natural alkaloids in this group—pilo-
carpine, muscarine, and arecoline—have the same princi-
pal sites of action as the choline esters discussed above.
Muscarine acts almost exclusively at muscarinic receptor
sites, and the classification of the receptors as such is
derived from this fact. Arecoline also acts at nicotinic
receptors. Pilocarpine has a dominant muscarinic action,
but it causes anomalous cardiovascular responses; the
sweat glands are particularly sensitive to the drug.
Although these naturally occurring alkaloids are of great
value as pharmacological tools, present clinical use is
restricted largely to the employment of pilocarpine as a
sialagogue and miotic agent (see Chapter 63).

History and Sources. Of the several hundred synthetic choline deriv-
atives investigated, only methacholine, carbachol, and bethanechol
have had clinical applications. The structures of these compounds are
shown in Figure 7-1. Methacholine, the [-methyl analog of ACh,
was studied by Hunt and Taveau as early as 1911. Carbachol and
bethanechol, its f-methyl analog, were synthesized and investigated
in the 1930s. Pilocarpine is the chief alkaloid obtained from the leaf-
lets of South American shrubs of the genus Pilocarpus. Although it
was long known by the natives that the chewing of leaves of Pilocar-
pus plants caused salivation, the first experiments were apparently
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Figure 7—1. Structural formulas of acetylcholine, choline esters, and natural alkaloids that stimulate muscarinic receptors.

performed in 1874 by the Brazilian physician Coutinhou. The alka-
loid was isolated in 1875, and shortly thereafter the actions of pilo-
carpine on the pupil and on the sweat and salivary glands were
described by Weber.

The poisonous effects of certain species of mushrooms have been
known since ancient times, but it was not until Schmiedeberg isolated
the alkaloid muscarine from Amanita muscaria in 1869 that its prop-
erties could be systematically investigated. Arecoline is the chief
alkaloid of areca or betel nuts, the seeds of Areca catechu. The red-
staining betel nut is consumed as a euphoretic by the natives of the
Indian subcontinent and East Indies in a masticatory mixture known
as betel and composed of the nut, shell lime, and leaves of Piper
betle, a climbing species of pepper.

Structure—Activity Relationships. The muscarinic alkaloids show
marked differences as well as interesting relationships in structure
when compared to the quaternary esters of choline (Figure 7-1).
Arecoline and pilocarpine are tertiary amines. Muscarine, a quater-
nary ammonium compound, shows more limited absorption. McN-
A-343 is an agonist that was originally proposed to stimulate M,
receptors with some selectivity. While it is clear that McN-A-343
can stimulate sympathetic ganglia and inhibitory neurons in the
myenteric plexus, this is a functional rather than a subtype-specific
effect. Indeed, no therapeutically useful agonists with true M, or
other subtype specificity are known (Caulfield and Birdsall, 1998;
Eglen et al., 2001).

Pharmacological Properties

Gastrointestinal Tract. All muscarinic agonists are capable of
stimulating smooth muscle of the gastrointestinal tract, thereby
increasing tone and motility; large doses will cause spasm and
tenesmus. Unlike methacholine, carbachol, bethanechol, and pilo-
carpine stimulate the GI tract without significant cardiovascular
effects.

Urinary Tract. The choline esters and pilocarpine contract the
detrusor muscle of the bladder, increase voiding pressure, decrease
bladder capacity, and increase ureteral peristalsis. In addition, the
trigone and external sphincter muscles relax. Selectivity for bladder
stimulation relative to cardiovascular activity is evident for
bethanechol. In animals with experimental spinal cord lesions, mus-
carinic agonists promote evacuation of the bladder (Yoshimura et
al., 2000).

Exocrine Glands. The choline esters and muscarinic alkaloids stim-
ulate secretion of glands that receive parasympathetic or sympathet-
ic cholinergic innervation, including the lacrimal, salivary, diges-
tive, tracheobronchial, and sweat glands. Pilocarpine in particular
causes marked diaphoresis in human beings; 2 to 3 liters of sweat
may be secreted. Salivation also is increased markedly. Oral admin-
istration of pilocarpine causes a more continuous production of sali-
va. Muscarine and arecoline also are potent diaphoretic agents.
Accompanying side effects may include hiccough, salivation, nau-
sea, vomiting, weakness, and occasionally collapse. These alkaloids
also stimulate the lacrimal, gastric, pancreatic, and intestinal glands,
and the mucous cells of the respiratory tract.

Respiratory System. In addition to tracheobronchial secretions, bron-
chial smooth muscle is stimulated by the muscarinic agonists. Asth-
matic patients respond with intense bronchoconstriction, secretions,
and a reduction in vital capacity. These actions form the basis of the
methacholine challenge test used to diagnose airway hyperreactivity.

Cardiovascular System. Continuous intravenous infusion of metha-
choline elicits hypotension and bradycardia, just as ACh does but at
1/200 the dose. Muscarine, at small doses, also leads to a marked
fall in blood pressure and a slowing or temporary cessation of the
heartbeat. In contrast, carbachol and bethanechol generally cause
only a transient fall in blood pressure at doses that affect the gas-
trointestinal and urinary tracts. Likewise, pilocarpine produces only
a brief fall in blood pressure. However, if this is preceded by an
appropriate dose of a nicotinic receptor antagonist, pilocarpine pro-
duces a marked rise in pressure. Both the vasodepressor and pressor
responses are prevented by atropine; the latter effect also is abol-
ished by o adrenergic receptor antagonists. These actions of pilo-
carpine have not been fully explained, but may arise from ganglion-
ic and adrenomedullary stimulation.

Eye. Muscarinic agonists stimulate the pupillary constrictor and cil-
iary muscles when applied locally to the eye, causing pupil constric-
tion and a loss of ability to accommodate to far vision.

Central Nervous System. The intravenous injection of relatively
small doses of pilocarpine, muscarine, or arecoline evokes a charac-
teristic cortical arousal or activation response in cats, similar to that
produced by injection of anticholinesterase agents or by electrical
stimulation of the brainstem reticular formation. The arousal
response to all of these drugs is reduced or blocked by atropine and
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related agents (Krnjevic, 1974). Being quaternary, the choline esters
do not cross the blood—brain barrier.

Therapeutic Uses

Acetylcholine (MIOCHOL-E) is available as an ophthalmic surgical
aid for the rapid production of miosis. Bethanechol chloride (car-
bamyl-f-methylcholine chloride; URECHOLINE, others) is available
in tablets and as an injection and is used as a stimulant of the
smooth muscle of the gastrointestinal tract, and in particular, the uri-
nary bladder. Pilocarpine hydrochloride (SALAGEN) is available as
5- or 7.5-mg oral doses for treatment of xerostomia or as ophthalmic
solutions (PILOCAR, others) of varying strength. Methacholine chlo-
ride (acetyl-B-methylcholine chloride; PROVOCHOLINE) may be
administered for diagnosis of bronchial hyperreactivity. The unpre-
dictability of absorption and intensity of response has precluded its
use as a vasodilator or cardiac vagomimetic agent. Cevimeline
(EVOXAC) is a newer muscarinic agonist available orally for use in
treatment of xerostomia.

Gastrointestinal Disorders. Bethanechol can be of value in certain
cases of postoperative abdominal distention and in gastric atony or
gastroparesis. The oral route is preferred; the usual dosage is 10 to 20
mg, three or four times daily. Bethanechol is given by mouth before
each main meal in cases without complete retention; when gastric
retention is complete and nothing passes into the duodenum, the sub-
cutaneous route is necessary because of poor stomach absorption.
Bethanechol likewise has been used to advantage in certain patients
with congenital megacolon and with adynamic ileus secondary to
toxic states. Prokinetic agents with combined cholinergic-agonist and
dopamine-antagonist activity (e.g., metoclopramide) or serotonin-
antagonist activity (see Chapter 37) have largely replaced bethanechol
in gastroparesis or esophageal reflux disorders.

Urinary Bladder Disorders. Bethanechol may be useful in treating
urinary retention and inadequate emptying of the bladder when
organic obstruction is absent, as in postoperative and postpartum
urinary retention and in certain cases of chronic hypotonic, myogen-
ic, or neurogenic bladder (Wein, 1991). o Adrenergic receptor
antagonists are useful adjuncts in reducing outlet resistance of the
internal sphincter (see Chapter 10). Bethanechol may enhance con-
tractions of the detrusor muscle after spinal injury if the vesical
reflex is intact, and some benefit has been noted in partial sensory or
motor paralysis of the bladder. Catheterization thus can be avoided.
For acute retention, multiple subcutaneous doses of 2.5 mg of
bethanechol may be administered. The stomach should be empty at
the time the drug is injected. In chronic cases, 10 to 50 mg of the
drug may be given orally two to four times daily with meals to
avoid nausea and vomiting. When voluntary or spontaneous voiding
begins, bethanechol is then slowly withdrawn.

Xerostomia. Pilocarpine is administered orally in 5- to 10-mg doses
given three times daily for the treatment of xerostomia that follows
head and neck radiation treatments or that is associated with Sjogren’s
syndrome (Wiseman and Faulds, 1995; Porter et al., 2004). The latter
is an autoimmune disorder occurring primarily in women in whom
secretions, particularly salivary and lacrimal, are compromised
(Anaya and Talal, 1999; Nusair and Rubinow, 1999). Provided sali-
vary parenchyma maintains residual function, enhanced salivary
secretion, ease of swallowing, and subjective improvement in hydra-
tion of the oral cavity are achieved. Side effects typify cholinergic

stimulation, with sweating being the most common complaint.
Bethanechol is an oral alternative that produces less diaphoresis
(Epstein et al., 1994). Cevimeline (EVOXAC) is a newer agonist with
activity at M muscarinic receptors. These receptors are found on lac-
rimal and salivary gland epithelia. Cevimeline has a long-lasting sial-
ogogic action and may have fewer side effects than pilocarpine
(Anaya and Talal, 1999). It also enhances lacrimal secretions in
Sjogren’s syndrome (Ono et al., 2004).

Ophthalmological. Pilocarpine also is used in the treatment of glau-
coma, where it is instilled into the eye usually as a 0.5% to 4% solu-
tion. An ocular insert (OCUSERT PILO-20) that releases 20 ug of pilo-
carpine per hour over 7 days also is marketed for the control of
elevated intraocular pressure. Pilocarpine usually is better tolerated
than are the anticholinesterases, and pilocarpine is the standard cho-
linergic agent in the treatment of open-angle glaucoma. Reduction
of intraocular pressure occurs within a few minutes and lasts 4 to 8
hours. The ophthalmic use of pilocarpine alone and in combination
with other agents is discussed in Chapter 63. The miotic action of
pilocarpine is useful in reversing a narrow-angle glaucoma attack
and overcoming the mydriasis produced by atropine; alternated with
mydriatics, pilocarpine is employed to break adhesions between the
iris and the lens.

CNS. Agonists that show functional selectivity for M; and M,
receptors have been targets for drug development, and some have
been in clinical trial for use in treating the cognitive impairment
associated with Alzheimer’s disease. The potential advantage of
such agonists would arise from stimulating postsynaptic M, recep-
tors in the CNS without concomitantly stimulating the presynaptic
M, receptors that inhibit release of endogenous ACh. However, lack
of efficacy in improvement of cognitive function has diminished
enthusiasm for this approach (Eglen et al., 1999).

Precautions, Toxicity, and Contraindications

Muscarinic agonists are administered subcutaneously to achieve an
acute response and orally to treat more chronic conditions. Should
serious toxic reactions to these drugs arise, atropine sulfate (0.5 to 1
mg in adults) should be given subcutaneously or intravenously. Epi-
nephrine (0.3 to 1 mg, subcutaneously or intramuscularly) also is of
value in overcoming severe cardiovascular or bronchoconstrictor
responses.

Major contraindications to the use of the muscarinic agonists are
asthma, hyperthyroidism, coronary insufficiency, and acid-peptic
disease. Their bronchoconstrictor action is liable to precipitate an
asthma attack, and hyperthyroid patients may develop atrial fibrilla-
tion. Hypotension induced by these agents can severely reduce coro-
nary blood flow, especially if it is already compromised. Other pos-
sible undesirable effects of the cholinergic agents are flushing,
sweating, abdominal cramps, belching, a sensation of tightness in
the urinary bladder, difficulty in visual accommodation, headache,
and salivation.

Toxicology

Poisoning from pilocarpine, muscarine, or arecoline is characterized
chiefly by exaggeration of their various parasympathomimetic
effects and resembles that produced by consumption of mushrooms
of the genus Inocybe (see below). Treatment consists of the paren-
teral administration of atropine in doses sufficient to cross the
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blood—brain barrier and measures to support the respiratory and car-
diovascular systems and to counteract pulmonary edema.

Mushroom Poisoning (Mycetism). Mushroom poisoning has been
known for centuries. The Greek poet Euripides (fifth century B.C.)
is said to have lost his wife and three children from this cause. In
recent years the number of cases of mushroom poisoning has been
increasing as the result of the current popularity of the consump-
tion of wild mushrooms. Various species of mushrooms contain
many toxins, and species within the same genus may contain dis-
tinct toxins.

Although Amanita muscaria is the source from which musca-
rine was isolated, its content of the alkaloid is so low (approxi-
mately 0.003%) that muscarine cannot be responsible for the
major toxic effects. Much higher concentrations of muscarine are
present in various species of Inocybe and Clitocybe. The symp-
toms of intoxication attributable to muscarine develop within 30
to 60 minutes of ingestion; they include salivation, lacrimation,
nausea, vomiting, headache, visual disturbances, abdominal col-
ic, diarrhea, bronchospasm, bradycardia, hypotension, and shock.
Treatment with atropine (1 to 2 mg intramuscularly every 30
minutes) effectively blocks these effects (Koppel, 1993; Gold-
frank, 1998).

Intoxication produced by A. muscaria and related Amanita
species arises from the neurologic and hallucinogenic properties
of muscimol, ibotenic acid, and other isoxazole derivatives.
These agents stimulate excitatory and inhibitory amino acid
receptors. Symptoms range from irritability, restlessness, ataxia,
hallucinations, and delirium to drowsiness and sedation. Treat-
ment is mainly supportive; benzodiazepines are indicated when
excitation predominates, whereas atropine often exacerbates the
delirium.

Mushrooms from Psilocybe and Panaeolus species contain
psilocybin and related derivatives of tryptamine. They also cause
short-lasting hallucinations. Gyromitra species (false morels) pro-
duce gastrointestinal disorders and a delayed hepatotoxicity. The
toxic substance, acetaldehyde methylformylhydrazone, is convert-
ed in the body to reactive hydrazines. Although fatalities from
liver and kidney failure have been reported, they are far less fre-
quent than with amatoxin-containing mushrooms.

The most serious form of mycetism is produced by Amanita
phalloides, other Amanita species, Lepiota, and Galerina species
(Goldfrank, 1998). These species account for more than 90% of all
fatal cases. Ingestion of as little as 50 g of A. phalloides (deadly
nightcap) can be fatal. The principal toxins are the amatoxins (o~
and B-amanitin), a group of cyclic octapeptides that inhibit RNA
polymerase II and hence block mRNA synthesis. This causes cell
death, manifested particularly in the gastrointestinal mucosa, liver,
and kidneys. Initial symptoms, which often are unnoticed, or when
present are due to other toxins, include diarrhea and abdominal
cramps. A symptom-free period lasting up to 24 hours is followed
by hepatic and renal malfunction. Death occurs in 4 to 7 days from
renal and hepatic failure (Goldfrank, 1998). Treatment is largely
supportive; penicillin, thioctic acid, and silibinin may be effective
antidotes, but the evidence is based largely on anecdotal studies
(Koppel, 1993).

Because the severity of toxicity and treatment strategies for
mushroom poisoning depend on the species ingested, their identifi-
cation should be sought. Often symptomatology is delayed, limiting
the value of gastric lavage and administration of activated charcoal.
Regional poison control centers in the United States maintain up-to-
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date information on the incidence of poisoning in the region and
treatment procedures.

MUSCARINIC RECEPTOR ANTAGONISTS

The class of drugs referred to here as muscarinic receptor
antagonists includes (1) the naturally occurring alkaloids,
atropine and scopolamine; (2) semisynthetic derivatives of
these alkaloids, which primarily differ from the parent
compounds in their disposition in the body or their duration
of action; and (3) synthetic congeners, some of which show
selectivity for particular subtypes of muscarinic receptors.
Noteworthy agents among the synthetic derivatives are
homatropine and tropicamide, which have a shorter dura-
tion of action than atropine, and methylatropine, ipratropi-
um, and tiotropium, which are quaternized and do not cross
the blood-brain barrier or readily cross membranes. The
latter two agents are given by inhalation in the treatment of
chronic obstructive pulmonary disease and are pending
approval for use in bronchial asthma. Ipratropium also has
an FDA-approved indication for perennial- and common
cold—associated rhinorrhea. The synthetic derivatives pos-
sessing partial receptor selectivity include pirenzepine, used
in the treatment of acid-peptic disease in some countries,
and tolterodine, oxybutynin, and several others, used in the
treatment of urinary incontinence.

Muscarinic receptor antagonists prevent the effects of
ACh by blocking its binding to muscarinic cholinergic
receptors at neuroeffector sites on smooth muscle, cardiac
muscle, and gland cells; in peripheral ganglia; and in the
CNS. In general, muscarinic receptor antagonists cause
little blockade at nicotinic receptor sites. However, the
quaternary ammonium antagonists generally exhibit a
greater degree of nicotinic blocking activity, and conse-
quently are more likely to interfere with ganglionic or
neuromuscular transmission.

Cholinergic transmission appears to be both muscarin-
ic and nicotinic at spinal, subcortical, and cortical levels
in the brain (see Chapter 12). At high or toxic doses, cen-
tral effects of atropine and related drugs are observed,
generally consisting of CNS stimulation followed by
depression. Since quaternary compounds penetrate the
blood—brain barrier poorly, they have little or no effect on
the CNS.

Parasympathetic neuroeffector junctions in different
organs vary in their sensitivity to muscarinic receptor
antagonists (Table 7-2). Small doses of atropine depress
salivary and bronchial secretion and sweating. With larger
doses, the pupil dilates, accommodation of the lens to
near vision is inhibited, and vagal effects on the heart are
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Table 7-2
Effects of Atropine in Relation to Dose
DOSE EFFECTS
0.5 mg Slight cardiac slowing; some dryness of
mouth; inhibition of sweating
1 mg Definite dryness of mouth; thirst; accel-
eration of heart, sometimes preceded
by slowing; mild dilation of pupils
2 mg Rapid heart rate; palpitation; marked
dryness of mouth; dilated pupils;
some blurring of near vision
5 mg All the above symptoms marked; diffi-
culty in speaking and swallowing;
restlessness and fatigue; headache;
dry, hot skin; difficulty in micturi-
tion; reduced intestinal peristalsis
10mgand Above symptoms more marked; pulse
more rapid and weak; iris practically oblit-

erated; vision very blurred; skin
flushed, hot, dry, and scarlet; ataxia,
restlessness, and excitement; halluci-
nations and delirium; coma

blocked so that the heart rate is increased. Larger doses
antagonize parasympathetic control of the urinary bladder
and gastrointestinal tract, thereby inhibiting micturition
and decreasing the tone and motility of the gut. Still larger
doses are required to inhibit gastric motility and particu-
larly secretion. Thus, doses of atropine and most related
muscarinic receptor antagonists that depress gastric secre-
tion also almost invariably affect salivary secretion, ocu-
lar accommodation, micturition, and gastrointestinal tone.
This hierarchy of relative sensitivities is not a conse-
quence of differences in the affinity of atropine for the
muscarinic receptors at these sites because atropine lacks
selectivity toward different muscarinic receptor subtypes.
More likely determinants include the degree to which the
functions of various end organs are regulated by parasym-
pathetic tone and the involvement of intramural neurons
and reflexes.

The actions of most clinically available muscarinic
receptor antagonists differ only quantitatively from those
of atropine, considered below as the prototype of the
group. No antagonist in the receptor-selective category,
including pirenzepine, is completely selective (i.e., can be
used to define a single receptor subtype relative to all
other receptor subtypes). In fact, clinical efficacy of some

agents may arise from a balance of antagonistic actions on
two or more receptor subtypes.

History. The naturally occurring muscarinic receptor antagonists
atropine and scopolamine are alkaloids of the belladonna (Solanace-
ae) plants. Preparations of belladonna were known to the ancient
Hindus and have been used by physicians for many centuries. Dur-
ing the time of the Roman Empire and in the Middle Ages, the
deadly nightshade shrub was frequently used to produce obscure
and often prolonged poisoning. This prompted Linnaeus to name the
shrub Atropa belladonna, after Atropos, the oldest of the three
Fates, who cuts the thread of life. The name belladonna derives
from the alleged use of this preparation by Italian women to dilate
their pupils; modern-day fashion models are known to use this same
device for visual appeal. Atropine (d,l-hyoscyamine) also is found in
Datura stramonium, also known as Jamestown or jimson weed.
Scopolamine (/-hyoscine) is found chiefly in Hyoscyamus niger
(henbane). In India, the root and leaves of the jimson weed plant
were burned and the smoke inhaled to treat asthma. British colonists
observed this ritual and introduced the belladonna alkaloids into
western medicine in the early 1800s.

Accurate study of the actions of belladonna dates from the iso-
lation of atropine in pure form by Mein in 1831. In 1867, Bezold
and Bloebaum showed that atropine blocked the cardiac effects of
vagal stimulation, and 5 years later Heidenhain found that it pre-
vented salivary secretion produced by stimulation of the chorda
tympani. Many semisynthetic congeners of the belladonna alka-
loids and a large number of synthetic muscarinic receptor antago-
nists have been prepared, primarily with the objective of altering
gastrointestinal or bladder activity without causing dry mouth or
pupillary dilation.

Chemistry. Atropine and scopolamine are esters formed by com-
bination of an aromatic acid, tropic acid, and complex organic
bases, either tropine (tropanol) or scopine. Scopine differs from
tropine only in having an oxygen bridge between the carbon
atoms designated as 6 and 7 (Figure 7-2). Homatropine is a
semisynthetic compound produced by combining the base
tropine with mandelic acid. The corresponding quaternary
ammonium derivatives, modified by the addition of a second
methyl group to the nitrogen, are methylatropine nitrate, meth-
scopolamine bromide, and homatropine methylbromide. lpratro-
pium and tiotropium also are quaternary tropine analogs esteri-
fied with synthetic aromatic acids.

Structure-Activity Relationships. An intact ester of tropine and
tropic acid is essential for antimuscarinic action, since neither the
free acid nor the basic alcohol exhibits significant antimuscarinic
activity. The presence of a free OH group in the acyl portion of the
ester also is important for activity. When given parenterally, quater-
nary ammonium derivatives of atropine and scopolamine are gener-
ally more potent than their parent compounds in both muscarinic
receptor and ganglionic (nicotinic) blocking activities. The quater-
nary derivatives, when given orally, are poorly and unreliably
absorbed.

Both tropic and mandelic acids have an enantiomeric center
(boldface C in the formulas in Figure 7-2). Scopolamine is /-hyo-
scine and is much more active than d-hyoscine. Atropine is racem-
ized during extraction and consists of d,/-hyoscyamine, but antimus-
carinic activity is almost wholly due to the naturally occurring /
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asymmetric carbon atom.

isomer. Synthetic derivatives show a wide latitude of structures that
spatially replicate the aromatic acid and the bridged nitrogen of the
tropine.

Mechanism of Action. Atropine and related compounds
compete with ACh and other muscarinic agonists for a
common binding site on the muscarinic receptor. Based
on the position of retinol in the mammalian rhodopsin
structure (Palczewski et al., 2000), the binding site for
competitive antagonists and acetylcholine likely is in a
cleft formed by several of the receptor’s 7 transmembrane
helices. An aspartic acid present in the N-terminal portion
of the third transmembrane helix of all 5 muscarinic
receptor subtypes is believed to form an ionic bond with
the cationic quaternary nitrogen in acetylcholine and the
tertiary or quaternary nitrogen of the antagonists (Wess,
1996; Caulfield and Birdsall, 1998).

Since antagonism by atropine is competitive, it can be
overcome if the concentration of ACh at receptor sites of the
effector organ is increased sufficiently. Muscarinic receptor
antagonists inhibit responses to postganglionic cholinergic
nerve stimulation less readily than they inhibit responses to
injected choline esters. The difference may be due to release
of ACh by cholinergic nerve terminals so close to receptors
that very high concentrations of the transmitter gain access
to the receptors in the neuroeffector junction.

Pharmacological Properties: The Prototypical
Alkaloids Atropine and Scopolamine

Atropine and scopolamine differ quantitatively in anti-
muscarinic actions, particularly in their ability to affect
the CNS. Atropine has almost no detectable effect on the
CNS in doses that are used clinically. In contrast, scopol-
amine has prominent central effects at low therapeutic
doses. The basis for this difference is probably the greater
permeation of scopolamine across the blood—brain barrier.
Because atropine has limited CNS effects, it is preferred
to scopolamine for most purposes.

Central Nervous System. Atropine in therapeutic doses
(0.5 to 1 mg) causes only mild vagal excitation as a result
of stimulation of the medulla and higher cerebral centers.
With toxic doses of atropine, central excitation becomes
more prominent, leading to restlessness, irritability, disori-
entation, hallucinations, or delirium (see discussion of atro-
pine poisoning, below). With still larger doses, stimulation
is followed by depression, leading to circulatory collapse
and respiratory failure after a period of paralysis and coma.

Scopolamine in therapeutic doses normally causes CNS
depression manifested as drowsiness, amnesia, fatigue, and
dreamless sleep, with a reduction in rapid eye movement
(REM) sleep. It also causes euphoria and is therefore sub-
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ject to some abuse. The depressant and amnesic effects for-
merly were sought when scopolamine was used as an
adjunct to anesthetic agents or for preanesthetic medication.
However, in the presence of severe pain, the same doses of
scopolamine can occasionally cause excitement, restless-
ness, hallucinations, or delirium. These excitatory effects
resemble those of toxic doses of atropine. Scopolamine also
is effective in preventing motion sickness. This action is
probably either on the cortex or the vestibular apparatus.
The belladonna alkaloids and related muscarinic receptor
antagonists have long been used in parkinsonism. These
agents can be effective adjuncts to treatment with levodopa
(see Chapter 20). Muscarinic receptor antagonists also are
used to treat the extrapyramidal symptoms that commonly
occur as side effects of conventional antipsychotic drug ther-
apy (see Chapter 18). Certain antipsychotic drugs are rela-
tively potent muscarinic-receptor antagonists (Richelson,
1999), and these cause fewer extrapyramidal side effects.

Ganglia and Autonomic Nerves. Cholinergic neuro-
transmission in autonomic ganglia is mediated primarily
by activation of nicotinic ACh receptors, resulting in the
generation of action potentials (see Chapters 6 and 9).
ACh and other cholinergic agonists also cause the genera-
tion of slow excitatory postsynaptic potentials that are
mediated by ganglionic M, muscarinic receptors. This
response is particularly sensitive to blockade by piren-
zepine. The extent to which the slow excitatory response
can alter impulse transmission through the different sym-
pathetic and parasympathetic ganglia is difficult to assess,
but the effects of pirenzepine on responses of end organs
suggest a physiological modulatory function for the gan-
glionic M, receptor (Caulfield, 1993; Eglen et al., 1996;
Birdsall et al., 1998; Caulfield and Birdsall, 1998).

Pirenzepine inhibits gastric acid secretion at doses that have lit-
tle effect on salivation or heart rate. Since the muscarinic receptors
on the parietal cells do not appear to have a high affinity for piren-
zepine, the M, receptor responsible for alterations in gastric acid
secretion is postulated to be localized in intramural ganglia (Eglen
et al., 1996). Blockade of ganglionic muscarinic receptors (rather
than those at the neuroeffector junction) also appears to underlie the
ability of pirenzepine to inhibit the relaxation of the lower esoph-
ageal sphincter. Likewise, blockade of parasympathetic ganglia may
contribute to the response to muscarinic antagonists in lung and
heart (Wellstein and Pitschner, 1988).

Presynaptic muscarinic receptors also are present on terminals of
sympathetic and parasympathetic neurons. Blockade of these pre-
synaptic receptors, which are of variable subtype, generally aug-
ments neurotransmitter release. Nonselective muscarinic blocking
agents may thus augment ACh release, partially counteracting their
effective postsynaptic receptor blockade.

Since muscarinic receptor antagonists can alter autonomic activity at
the ganglion and postganglionic neuron, the ultimate response of end

organs to blockade of muscarinic receptors is difficult to predict. Thus,
while direct blockade at neuroeffector sites predictably reverses the usual
effects of the parasympathetic nervous system, concomitant inhibition of
ganglionic or presynaptic receptors may produce paradoxical responses.

Eye. Muscarinic receptor antagonists block the cholinergic responses
of the pupillary sphincter muscle of the iris and the ciliary muscle
controlling lens curvature (see Chapter 63). Thus, they dilate the pupil
(mydriasis) and paralyze accommodation (cycloplegia). The wide
pupillary dilation results in photophobia; the lens is fixed for far
vision, near objects are blurred, and objects may appear smaller than
they are. The normal pupillary reflex constriction to light or upon
convergence of the eyes is abolished. These effects can occur after
either local or systemic administration of the alkaloids. However, con-
ventional systemic doses of atropine (0.6 mg) have little ocular effect,
in contrast to equal doses of scopolamine, which cause definite
mydriasis and loss of accommodation. Locally applied atropine or
scopolamine produces ocular effects of considerable duration; accom-
modation and pupillary reflexes may not fully recover for 7 to 12
days. Other muscarinic receptor antagonists with shorter durations of
action are therefore preferred as mydriatics in ophthalmological prac-
tice (see Chapter 63). Sympathomimetic agents also cause pupillary
dilation but without loss of accommodation. Pilocarpine, choline
esters, physostigmine (ophthalmic solution discontinued in the United
States), and isoflurophate (DFP) in sufficient concentrations can par-
tially or fully reverse the ocular effects of atropine.

Muscarinic receptor antagonists administered systemically have lit-
tle effect on intraocular pressure except in patients predisposed to nar-
row-angle glaucoma, in whom the pressure may occasionally rise dan-
gerously. The rise in pressure occurs when the anterior chamber is
narrow and the iris obstructs outflow of aqueous humor into the trabec-
ulae. Muscarinic antagonists may precipitate a first attack in unrecog-
nized cases of this relatively rare condition. In patients with open-angle
glaucoma, an acute rise in pressure is unusual. Atropinelike drugs gen-
erally can be used safely in this latter condition, particularly if the
patient also is adequately treated with an appropriate miotic agent.

Cardiovascular System. Heart. The main effect of atro-
pine on the heart is to alter the rate. Although the dominant
response is tachycardia, the heart rate often decreases tran-
siently with average clinical doses (0.4 to 0.6 mg). The
slowing is rarely marked, about 4 to 8 beats per minute, and
is usually absent after rapid intravenous injection. There are
no accompanying changes in blood pressure or cardiac out-
put. This unexpected effect once was thought to be due to
central vagal stimulation; however, cardiac slowing also is
seen with muscarinic receptor antagonists that do not readily
enter the brain. Human studies show that pirenzepine is
equipotent with atropine in decreasing heart rate and that its
prior administration can prevent any further decrease by
atropine (Wellstein and Pitschner, 1988).

Larger doses of atropine cause progressively increasing
tachycardia by blocking vagal effects on M, receptors on
the SA nodal pacemaker. The resting heart rate is increased
by about 35 to 40 beats per minute in young men given 2
mg of atropine intramuscularly. The maximal heart rate
(e.g., in response to exercise) is not altered by atropine. The
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influence of atropine is most noticeable in healthy young
adults, in whom vagal tone is considerable. In infancy and
old age, even large doses of atropine may fail to accelerate
the heart. Atropine often produces cardiac arrhythmias, but
without significant cardiovascular symptoms.

With low doses of scopolamine (0.1 or 0.2 mg), the
cardiac slowing is greater than with atropine. With higher
doses, a transient cardioacceleration may be observed.

Adequate doses of atropine can abolish many types of
reflex vagal cardiac slowing or asystole—for example,
from inhalation of irritant vapors, stimulation of the carot-
id sinus, pressure on the eyeballs, peritoneal stimulation,
or injection of contrast dye during cardiac catheterization.
It also prevents or abruptly abolishes bradycardia or asys-
tole caused by choline esters, acetylcholinesterase inhibi-
tors, or other parasympathomimetic drugs, as well as car-
diac arrest from electrical stimulation of the vagus.

The removal of vagal influence on the heart by atro-
pine also may facilitate AV conduction. Atropine shortens
the functional refractory period of the AV node and can
increase ventricular rate in patients who have atrial fibril-
lation or flutter. In certain cases of second-degree heart
block (e.g., Wenckebach AV block), in which vagal activ-
ity is an etiological factor (such as with digitalis toxicity),
atropine may lessen the degree of block. In some patients
with complete heart block, the idioventricular rate may be
accelerated by atropine; in others it is stabilized. Atropine
may improve the clinical condition of patients with inferi-
or or posterior wall myocardial infarction by relieving
severe sinus or nodal bradycardia or AV block.

Circulation. Atropine, in clinical doses, completely
counteracts the peripheral vasodilation and sharp fall in
blood pressure caused by choline esters. In contrast, when
given alone, its effect on blood vessels and blood pressure
is neither striking nor constant. This result is expected
because most vascular beds lack significant cholinergic
innervation. The presence of cholinergic sympathetic
vasodilator fibers to vessels supplying skeletal muscle is
not well documented in humans; they do not appear to be
involved in the normal regulation of tone.

Atropine in toxic, and occasionally therapeutic, doses
can dilate cutaneous blood vessels, especially those in the
blush area (atropine flush). This may be a compensatory
reaction permitting the radiation of heat to offset the atro-
pine-induced rise in temperature that can accompany inhi-
bition of sweating.

Respiratory Tract. The parasympathetic nervous system
plays a major role in regulating bronchomotor tone. A
diverse set of stimuli cause a reflex increase in parasym-
pathetic activity that contributes to bronchoconstriction.
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Vagal fibers synapse and activate nicotinic and M; mus-
carinic receptors in parasympathetic ganglia located in the
airway wall; short postganglionic fibers release ACh,
which acts on M; muscarinic receptors in airway smooth
muscle. The submucosal glands also are innervated by
parasympathetic neurons and also have predominantly M,
receptors. Largely owing to the introduction of inhaled
ipratropium and tiotropium, anticholinergic therapy of
chronic obstructive pulmonary disease and asthma has
been revived (Barnes and Hansel, 2004).

The belladonna alkaloids inhibit secretions of the nose,
mouth, pharynx, and bronchi, and thus dry the mucous
membranes of the respiratory tract. This action is espe-
cially marked if secretion is excessive and was the basis
for the use of atropine and scopolamine to prevent irritat-
ing anesthetics such as diethyl ether from increasing bron-
chial secretion. Reduction of mucous secretion and muco-
ciliary clearance resulting in mucus plugs are undesirable
side effects of atropine in patients with airway disease.

Inhibition by atropine of bronchoconstriction caused
by histamine, bradykinin, and the eicosanoids presumably
reflects the participation of parasympathetic efferents in
the bronchial reflexes elicited by these agents. The ability
to block the indirect bronchoconstrictive effects of these
mediators that are released during attacks of asthma forms
the basis for the use of anticholinergic agents, along with
B3 adrenergic receptor agonists, in the treatment of this dis-
ease (see Chapter 27).

Gastrointestinal Tract. Interest in the actions of musca-
rinic receptor antagonists on the stomach and intestine led
to their use as antispasmodic agents for gastrointestinal dis-
orders and in the treatment of peptic ulcer disease.
Although atropine can completely abolish the effects of
ACh (and other parasympathomimetic drugs) on the motili-
ty and secretions of the gastrointestinal tract, it inhibits only
incompletely the effects of vagal impulses. This difference
is particularly striking in the effects of atropine on gut
motility. Preganglionic vagal fibers that innervate the GI
synapse not only with postganglionic cholinergic fibers, but
also with a network of noncholinergic intramural neurons.
These neurons, which form the enteric plexus, utilize
numerous neurotransmitters or neuromodulators including
5-hydroxytryptamine (5-HT), dopamine, and peptides. Since
therapeutic doses of atropine do not block responses to gas-
trointestinal hormones or to noncholinergic neurohumoral
transmitters, release of these substances from the intramural
neurons can still effect changes in motility. Similarly, while
vagal activity modulates gastrin-elicited histamine release
and gastric acid secretion, the actions of gastrin can occur
independent of vagal tone. Histamine H, receptor antago-
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nists and proton pump inhibitors have replaced nonselective
muscarinic antagonists as inhibitors of acid secretion (see
Chapter 36).

Secretions. Salivary secretion appears to be mediated through M,
receptors and is particularly sensitive to inhibition by muscarinic
receptor antagonists, which can completely abolish the copious,
watery, parasympathetically induced secretion. The mouth becomes
dry, and swallowing and talking may become difficult. Gastric secre-
tions during the cephalic and fasting phase are also reduced markedly
by muscarinic receptor antagonists. In contrast, the intestinal phase of
gastric secretion is only partially inhibited. The concentration of acid
is not necessarily lowered because secretion of HCO;~ as well as of
H* is blocked. The gastric cells that secrete mucin and proteolytic
enzymes are more directly under vagal influence than are the acid-
secreting cells, and atropine decreases their secretory function.

Motility. The parasympathetic nerves enhance both tone and
motility and relax sphincters, thereby favoring the passage of gas-
trointestinal contents. Both in normal subjects and in patients with
gastrointestinal disease, muscarinic antagonists produce prolonged
inhibitory effects on the motor activity of the stomach, duodenum,
jejunum, ileum, and colon, characterized by a reduction in tone and in
amplitude and frequency of peristaltic contractions. Relatively large
doses are needed to produce such inhibition. The intestine has a com-
plex system of intramural nerve plexuses that regulate motility inde-
pendent of parasympathetic control; vagal impulses from the medulla
serve to modulate the effects of the intrinsic reflexes (see Chapter 6).

Other Smooth Muscle. Urinary Tract. Muscarinic antagonists decrease
the normal tone and amplitude of contractions of the ureter and blad-
der, and often eliminate drug-induced enhancement of ureteral tone.
However, this inhibition is not achieved in the absence of inhibition
of salivation and lacrimation and blurring of vision. Control of blad-
der contraction apparently is mediated by multiple muscarinic recep-
tor subtypes. Receptors of the M, subtype appear most prevalent in
the bladder, yet studies with selective antagonists suggest that the M
receptor mediates detrusor muscle contraction. The M, receptor may
act to inhibit 3 adrenergic receptor-mediated relaxation of the bladder
and may be involved primarily in the filling stages to diminish urge
incontinence (Hegde and Eglen, 1999; Chapple, 2000). In addition,
presynaptic M, receptors appear to facilitate the release of ACh from
parasympathetic nerve terminals (Somogyi and de Groat, 1999).

Biliary Tract. Atropine exerts a mild antispasmodic action on the
gallbladder and bile ducts in humans. However, this effect usually is
not sufficient to overcome or prevent the marked spasm and
increase in biliary duct pressure induced by opioids. The nitrites
(see Chapter 31) are more effective than atropine in this respect.

Sweat Glands and Temperature. Small doses of atropine or scopol-
amine inhibit the activity of sweat glands innervated by sympathetic
cholinergic fibers, and the skin becomes hot and dry. Sweating may
be depressed enough to raise the body temperature, but only notably
so after large doses or at high environmental temperatures.

Pharmacologic Properties: The Quaternary
Derivatives Ipratropium and Tiotropium

Ipratropium bromide (ATROVENT, others) is a quaternary
ammonium compound formed by the introduction of an

isopropyl group to the N atom of atropine. A similar
agent, oxitropium bromide, an N-ethyl-substituted, quater-
nary derivative of scopolamine, is available in Europe.
The most recently developed and bronchoselective mem-
ber of this family is tiotropium bromide (SPIRIVA), which
has a longer duration of action. Ipratropium appears to
block all subtypes of muscarinic receptors and thus blocks
presynaptic muscarinic inhibition of ACh release, where-
as tiotropium shows some selectivity for M, and M,
receptors. Tiotropium has a lower affinity for M, recep-
tors, minimizing its presynaptic effect on ACh release.

Ipratropium produces bronchodilation, tachycardia, and
inhibition of secretion similar to that of atropine when it is
administered parenterally. Although somewhat more potent
than atropine, ipratropium and tiotropium lack appreciable
action on the CNS but have greater inhibitory effects on
ganglionic transmission. An unexpected and therapeutically
important property of ipratropium and tiotropium, evident
upon either local or parenteral administration, is their mini-
mal inhibitory effect on mucociliary clearance relative to
atropine. Hence, the use of these agents in patients with air-
way disease minimizes the increased accumulation of lower
airway secretions encountered with atropine.

When ipratropium or tiotropium is inhaled, its action is confined
almost exclusively to the mouth and airways. Dry mouth is the only
side effect reported frequently. Selectivity results from the very
inefficient absorption of the drug from the lungs or the gastrointesti-
nal tract. The degree of bronchodilation achieved by these agents is
thought to reflect the level of basal parasympathetic tone, supple-
mented by reflex activation of cholinergic pathways brought about
by various stimuli. In normal individuals, inhalation of the drugs
can provide virtually complete protection against the bronchocon-
striction produced by the subsequent inhalation of such irritants as
sulfur dioxide, ozone, or cigarette smoke. However, atopic patients
with asthma or patients with demonstrable bronchial hyperrespon-
siveness are less well protected. Although these drugs cause a
marked reduction in sensitivity to methacholine in asthmatic sub-
jects, more modest inhibition of responses to challenge with hista-
mine, bradykinin, or PGF,, is achieved, and little protection is
afforded against the bronchoconstriction induced by serotonin or the
leukotrienes.

The principal clinical use of ipratropium and tiotropi-
um is in the treatment of chronic obstructive pulmonary
disease; they are less effective in most asthmatic patients
(Barnes and Hansel, 2004; Gross, 2004). Ipratropium is
FDA approved for the treatment of perennial and common
cold—associated rhinorrhea. The therapeutic use of ipra-
tropium and tiotropium is discussed further in Chapter 27.

Absorption, Fate, and Excretion of Muscarinic Antag-
onists. The belladonna alkaloids and the tertiary synthet-
ic and semisynthetic derivatives are absorbed rapidly
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from the gastrointestinal tract. They also enter the circula-
tion when applied locally to the mucosal surfaces of the
body. Absorption from intact skin is limited, although
efficient absorption does occur in the postauricular region
for some agents, allowing delivery via transdermal patch.
Systemic absorption of inhaled or orally ingested quater-
nary muscarinic receptor antagonists is minimal. The qua-
ternary ammonium derivatives of the belladonna alkaloids
also penetrate the conjunctiva of the eye less readily. Cen-
tral effects are also lacking, because the quaternary agents
do not cross the blood-brain barrier. Atropine has a half-
life of ~4 hours; hepatic metabolism accounts for the
elimination of about half of a dose; the remainder is
excreted unchanged in the urine.

Ipratropium is administered as an aerosol or solution
for inhalation whereas tiotropium is administered as a dry
powder. As with most drugs administered by inhalation,
about 90% of the dose is swallowed. Most of the swal-
lowed drug appears in the feces. After inhalation, maxi-
mal responses usually develop over 30 to 90 minutes,
with tiotropium having the slower onset. The effects of
ipratropium last for 4 to 6 hours, while tiotropium’s
effects persist for 24 hours, and the drug is amenable to
once-daily dosing (Barnes and Hansel, 2004).

THERAPEUTIC USES OF MUSCARINIC
RECEPTOR ANTAGONISTS

Muscarinic receptor antagonists have been employed in a
wide variety of clinical conditions, predominantly to
inhibit effects of parasympathetic nervous system activity.
The major limitation in the use of the nonselective drugs
is often failure to obtain desired therapeutic responses
without concomitant side effects. The latter usually are
not serious but are sufficiently disturbing to decrease
patient compliance, particularly during long-term admin-
istration. Selectivity has been achieved by local adminis-
tration, either by pulmonary inhalation or instillation in
the eye. Minimal systemic absorption and dilution from
the site of action minimize systemic effects. Subtype-
selective muscarinic receptor antagonists hold the most
promise for treating specific clinical symptoms, but few
show absolute selectivity.

Respiratory Tract. Atropine, related belladonna alka-
loids, and synthetic analogs reduce secretion in both the
upper and lower respiratory tracts. This effect in the
nasopharynx may provide some symptomatic relief of
acute rhinitis associated with coryza or hay fever,
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although such therapy does not affect the natural course
of the condition. It is probable that the contribution of
antihistamines employed in “cold” mixtures is due pri-
marily to their antimuscarinic properties, except in condi-
tions with an allergic basis.

Systemic administration of belladonna alkaloids or
their derivatives for bronchial asthma or chronic obstruc-
tive pulmonary disease carries the disadvantage of reduc-
ing bronchial secretions and inspissation of the residual
secretions. This viscid material is difficult to remove from
the respiratory tree, and its presence can dangerously
obstruct airflow and predispose to infection.

Ipratropium and tiotropium, administered by inhalation,
do not produce adverse effects on mucociliary clearance,
in contrast to atropine and other muscarinic antagonists.
Thus, their anticholinergic properties can be exploited
safely in the treatment of airway disease. These agents
often are used with inhalation of long-acting f adrenergic
receptor agonists, although there is little evidence of true
synergism. The muscarinic antagonists are more effective
in chronic obstructive pulmonary disease, particularly
when cholinergic tone is evident.  adrenergic receptor
agonists control best the intermittent exacerbations of asth-
ma (see Chapter 27).

Genitourinary Tract. Overactive urinary bladder disease
can be successfully treated with muscarinic receptor
antagonists. These agents can include synthetic substitutes
of atropine, such as tolterodine and trospium chloride,
which lower intravesicular pressure, increase capacity,
and reduce the frequency of contractions by antagonizing
parasympathetic control of the bladder. There is renewed
interest in muscarinic antagonists as a modality for treat-
ing this increasingly common disorder, as well as for
treating enuresis in children, particularly when a progres-
sive increase in bladder capacity is the objective. These
agents also are used to reduce urinary frequency in spastic
paraplegia and to increase the capacity of the bladder
(Chapple, 2000; Goessl et al., 2000).

Oxybutynin (DITROPAN, others) and its more active enantiomer,
(S)-oxybutynin, tolterodine (DETROL), trospium chloride (SANCTURA),
darifenacin (ENABLEX), solifenacin (VESICARE), and flavoxate (URIS-
PAS) are indicated for overactive bladder. Side effects of dry mouth
and eyes limit the tolerability of these drugs with continued use, and
patient acceptance declines. In an attempt to overcome this limita-
tion, oxybutynin is marketed as a transdermal system (OXYTROL)
that delivers 3.9 mg/day and is associated with a lower incidence of
side effects than the oral immediate- or extended-release formula-
tions. Tolterodine (DETROL) is a potent muscarinic antagonist that
shows selectivity for the urinary bladder in animal models and in
clinical studies. Its selectivity and greater patient acceptance is sur-
prising, because studies on isolated receptors do not reveal a unique
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subtype selectivity (Chapple, 2000; Abrams et al., 1998; Abrams et
al., 1999). Inhibition of a particular complement of receptors in the
bladder may give rise to synergism and clinical efficacy. Tolterod-
ine is metabolized by CYP2D6 to a 5-hydroxymethyl metabolite.
Since this metabolite possesses similar activity to the parent drug,
variations in CYP2D6 levels do not affect the duration of action of
the drug.

Trospium is a quaternary amine long used in Europe and
approved recently for use in the United States for treatment of
overactive bladder. It has been shown to be as effective as oxybuty-
nin (see below) with better tolerability. Solifenacin is newly
approved for overactive bladder with a favorable efficacy:side
effect ratio (Chapple et al., 2004). Stress urinary incontinence has
been treated with some success with duloxetine (YENTREVE), that
acts centrally to influence serotonin and norepinephrine levels
(Millard et al., 2004).

Tripitramine and darifenacin are selective antagonists for M, and
M; muscarinic receptors, respectively. They are of potential utility
in blocking cholinergic bradycardia (M,) and smooth muscle activi-
ty or epithelial secretions (M;).

Gastrointestinal Tract. Muscarinic receptor antagonists
were once the most widely used drugs for the manage-
ment of peptic ulcer. Although they can reduce gastric
motility and the secretion of gastric acid, antisecretory
doses produce pronounced side effects, such as dry
mouth, loss of visual accommodation, photophobia, and
difficulty in urination. As a consequence, patient compli-
ance in the long-term management of symptoms of acid-
peptic disease with these drugs is poor.

Pirenzepine is a tricyclic drug, similar in structure to
imipramine. Pirenzepine has selectivity for M, over M,
and M; receptors (Caulfield, 1993; Caulfield and Birdsall,
1998). However, pirenzepine’s affinities for M; and M,
receptors are comparable, so it does not possess total M,
selectivity.

Telenzepine is an analog of pirenzepine that has higher
potency and similar selectivity for M, muscarinic recep-
tors. Both drugs are used in the treatment of acid-peptic
disease in Europe, Japan, and Canada, but not currently in
the United States. At therapeutic doses of pirenzepine, the
incidence of dry mouth, blurred vision, and central mus-
carinic disturbances are relatively low. Central effects are
not seen because of the drug’s limited penetration into the
CNS. Because of pirenzepine’s relative selectivity for M,
receptors, it clearly offers a marked improvement over
atropine.

Most studies indicate that pirenzepine (100 to 150 mg
per day) produces about the same rate of healing of
duodenal and gastric ulcers as the H,-receptor antagonists
cimetidine or ranitidine; it also may be effective in pre-
venting the recurrence of ulcers (Carmine and Brogden,
1985; Tryba and Cook, 1997). Side effects necessitate
drug withdrawal in <1% of patients. Studies in human

subjects have shown pirenzepine to be more potent in
inhibiting gastric acid secretion produced by neural stimu-
li than by muscarinic agonists, supporting the postulated
localization of M, receptors at ganglionic sites. H,-recep-
tor antagonists and proton pump inhibitors generally are
considered to be the current drugs of choice to reduce gas-
tric acid secretion (see Chapter 36).

The belladonna alkaloids (atropine, belladonna tincture,
I-hyoscyamine sulfate [ANASPAZ, LEVSIN, others], and sco-
polamine), and combinations with sedatives (e.g., phe-
nobarbital [DONNATAL, others] or butabarbital [BUTIBEL]),
antianxiety agents (e.g., chlordiazepoxide [LIBRAX, others],
or ergotamine [BELLAMINE]) also have been used in a wide
variety of conditions known or supposed to involve irritable
bowel and increased tone (spasticity) or motility of the gas-
trointestinal tract. The belladonna alkaloids and their syn-
thetic substitutes can reduce tone and motility when admin-
istered in maximal tolerated doses, and they might be
expected to be efficacious if the condition simply involves
excessive smooth muscle contraction, a point that is often in
doubt. Mj;-selective antagonists might achieve more selec-
tivity, but M; receptors also exert a dominant influence on
salivation, bronchiolar secretion and contraction, and blad-
der motility. Alternative agents for treatment of irritable
bowel syndrome and its associated diarrhea are discussed in
Chapter 38. Diarrhea sometimes associated with irritative
conditions of the lower bowel, such as mild dysenteries and
diverticulitis, may respond to atropine-like drugs. However,
more severe conditions such as Salmonella dysentery,
ulcerative colitis, and Crohn’s disease respond poorly. The
belladonna alkaloids and synthetic substitutes are very
effective in reducing excessive salivation, such as drug-
induced salivation and that associated with heavy-metal
poisoning and parkinsonism.

Uses in Ophthalmology. Effects limited to the eye are obtained by
local administration of muscarinic receptor antagonists to produce
mydriasis and cycloplegia. Cycloplegia is not attainable without
mydriasis and requires higher concentrations or more prolonged
application of a given agent. Mydriasis often is necessary for thor-
ough examination of the retina and optic disc and in the therapy of iri-
docyclitis and keratitis. The belladonna mydriatics may be alternated
with miotics for breaking or preventing the development of adhesions
between the iris and the lens. Complete cycloplegia may be necessary
in the treatment of iridocyclitis and choroiditis and for accurate mea-
surement of refractive errors. In instances in which complete cyclo-
plegia is required, more effective agents such as atropine or scopol-
amine are preferred to drugs such as cyclopentolate and tropicamide.
Homatropine hydrobromide (ISOPTO HOMATROPINE, others), a
semisynthetic derivative of atropine (Figure 7-2), cyclopentolate
hydrochloride (CYCLOGYL, others), and tropicamide (MYDRIACYL,
others) are agents used in ophthalmological practice. These agents
are preferred to topical atropine or scopolamine because of their
shorter duration of action. Additional information on the ophthalmo-
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logical properties and preparations of these and other drugs is pro-
vided in Chapter 63.

Cardiovascular System. The cardiovascular effects of muscarinic
receptor antagonists are of limited clinical application. Generally,
these agents are used in coronary care units for short-term interven-
tions or in surgical settings.

Atropine may be considered in the initial treatment of patients
with acute myocardial infarction in whom excessive vagal tone
causes sinus or nodal bradycardia. Sinus bradycardia is the most
common arrhythmia seen during acute myocardial infarction of the
inferior or posterior wall. Atropine may prevent further clinical
deterioration in cases of high vagal tone or AV block by restoring
heart rate to a level sufficient to maintain adequate hemodynamic
status and to eliminate AV nodal block. Dosing must be judicious;
doses that are too low can cause a paradoxical bradycardia (see
above), while excessive doses will cause tachycardia that may
extend the infarct by increasing the demand for oxygen.

Atropine occasionally is useful in reducing the severe bradycardia
and syncope associated with a hyperactive carotid sinus reflex. It has
little effect on most ventricular rhythms. In some patients, atropine
may eliminate premature ventricular contractions associated with a
very slow atrial rate. It also may reduce the degree of AV block when
increased vagal tone is a major factor in the conduction defect, such
as the second-degree AV block that can be produced by digitalis.

Central Nervous System. For many years, the belladonna alkaloids
and subsequently synthetic substitutes were the only agents helpful
in the treatment of parkinsonism. Levodopa or levodopa along with
carbidopa now is the treatment of choice, but alternative or concur-
rent th